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Preface

This book is a practical guide to the intellectual assessment of children and adolescents in the 
schools. Primarily intended for students of school psychology and for practicing school psycholo-
gists, it should also be useful for those counselors, teachers, administrators, and other school per-
sonnel involved in making decisions in schools based in part on the results of intelligence tests. 
In writing it, we have placed particular emphasis on empirically supported practices that will be 
useful within the response-to-intervention (RTI) model of school-psychological service delivery.

Statement of Need

The assessment of intelligence has long been mandated by law for eligibility determination for 
special education and related services (e.g., intellectual disability [ID], specific learning disabili-
ties [SLD], and intellectual giftedness). In the past, scores on standardized tests of intelligence 
(IQ tests) have been used in schools primarily as benchmarks against which to compare academic 
achievement or adaptive functioning. For example, central to most prior definitions of SLD is the 
concept of discrepancy in cognitive functioning. Children and youth have been identified with 
SLD when their academic performance or rate of skill acquisition falls substantially below what 
one would expect from their IQs, when that discrepancy is not attributable to certain exclusionary 
criteria (e.g., inadequate educational opportunity). However, the transition to the RTI model will 
have important implications for the use of intelligence tests in schools. To the best of our knowl-
edge, at present no currently available textbook on intellectual assessment addresses the use of 
intelligence tests within an RTI context. One of our intentions in writing this book has been to fill 
that gap.

In addition to not addressing this need in the literature, many available books on intellectual 
assessment tend to be theoretically “agnostic” and present a range of theories and models of intel-
ligence, thereby implying that readers should pick and choose any theory to meet their needs or 
personal predilections. Researchers in the field of intelligence, however, largely agree on the major 
substantive conclusions regarding the structure of cognitive abilities, the nature of individual dif-
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ferences, and other major emphases of research. Thus, another of our intentions in writing this 
book has been to emphasize the predominant theory of intelligence in the field today—the psy-
chometric approach. Although there are various other theories of intelligence, the psychometric 
approach has by far the most empirical support in the literature.

Finally, the available books on intellectual assessment tend to describe approaches for inter-
preting test scores that, we believe, overstate the utility of intraindividual (ipsative) analysis for 
differential diagnosis and intervention planning. Although research on intelligence and its assess-
ment may lead to breakthroughs, the empirical data at the present time do not clearly substantiate 
the validity of disordinal models (aptitude × treatment interactions) to inform decision making, 
although they do provide support for ordinal models (high vs. low general cognitive ability). There-
fore, this book presents a method for interpreting test scores that emphasizes the interpretation 
of global composite scores rather than individual subtests, with implications for ordinal models 
of intervention when applied to conditions of incomplete instruction (Braden & Shaw, 2009). In 
sum, we have written this book to address the need for an updated, evidence-based, user-friendly 
resource to meet these needs.

Description of the Content

This book is a practical guide for school personnel working at either the primary level (i.e., elemen-
tary schools) or the secondary level (i.e., middle and high schools). In particular, it should prove 
useful to school psychologists, school counselors, school social workers, teachers, administrators, 
and other school personnel. The book has 13 chapters, many of which include tables and figures, 
as well as checklists and assessment forms that school personnel can easily integrate into their 
practices.

Chapter 1 examines the definition and nature of intelligence from the psychometric perspec-
tive, as well as some of the criticisms of this model.

Chapter 2 discusses how and why individuals differ in intelligence. It includes an explanation 
of research in the differential model, or quantitative behavior genetics, as well as the implications 
of this model for modifying intelligence.

Chapter 3 highlights ethical principles and standards most relevant to testing children and 
adolescents. In particular, it reviews the most recent ethical guidelines from the American Psycho-
logical Association and the National Association of School Psychologists.

Chapter 4 addresses the reasons for assessment, typical assessment processes, and potential 
influences on test performance that can be controlled during standardized testing or acknowl-
edged in the interpretation of test results. It also provides practical screening tools that will pro-
mote the most accurate assessment of cognitive abilities through standardized testing.

Chapter 5 first highlights the standards guiding the selection and use of tests. It continues 
with a review of the most critical characteristics of tests, including norming and item scaling, as 
well as the reliability and validity of their scores. This information will promote selection of the 
best intelligence tests by practitioners, based in part on the age, ability level, and backgrounds of 
the clients they serve.

Chapter 6 focuses on interpretation of examinee responses and resulting scores. It targets 
interpreting data from qualitative and quantitative perspectives, using interpretive strategies 
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based on an understanding of the nature of cognitive abilities and relying on the scientific research 
base that illuminates empirically supported practices.

Chapter 7 provides a broad overview of the array of intelligence tests currently available. 
These include full-length multidimensional intelligence tests, which are the best known and most 
commonly used in research and practice, as well as nonverbal intelligence tests and brief and 
abbreviated intelligence tests.

Chapter 8 addresses two pathways by which assessment results are shared: psychological 
assessment reports and face-to-face contact with the parents or caregivers of the child or adoles-
cent who has completed the assessment. It also addresses the process of sharing assessment results 
with supervisors during supervision meetings.

Chapter 9 highlights the evidence base describing the nature and correlates of psychometric 
g; advances in testing technology; and legal and practical constraints that warrant consideration of 
intelligence tests during use of the problem-solving model. It concludes that intelligence tests (1) 
will probably continue to play an important (though narrower) role in the schools than in the past 
and (2) should be included in modern problem-solving methods that seek answers to children’s 
academic problems.

Chapter 10 describes the clinical condition known as ID and offers practical guidelines for 
assessing children suspected of having this condition. It addresses varying diagnostic and eligibil-
ity criteria for ID, offers recommendations for best practices in assessment, and discusses best 
practices in interpreting test results.

Chapter 11 discusses the use of intelligence tests in the identification of giftedness. We first 
review contemporary theories of giftedness. Following this, we address the definition of giftedness 
and issues in its identification.

Chapter 12 examines the different conceptualizations of SLD and the implications of these 
definitions for its identification. The use of intelligence tests in the identification of SLD has long 
been surrounded by controversy, which continues to this day. We address best practices in assess-
ment that apply regardless of the SLD criteria used for identification.

Chapter 13 discusses best practices in the use of intelligence tests with children and youth 
from diverse backgrounds. After briefly reviewing research on test bias, we address the pros and 
cons of the most widely recommended best practices with this population.
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Chapter 1

What Is Intelligence?

A basic assumption underlying the “American dream” is that all people are created equal. Many 
Americans see success in life as resulting primarily from ambition, hard work, and good character, 
regardless of the circumstances into which one was born (e.g., gender, race/ethnicity, and socioeco-
nomic status). This commitment to the concept of equality underlies much of the controversy that 
has long surrounded research and theory on intelligence and its assessment (e.g., Cronbach, 1975; 
Gould, 1996). Despite these well-intentioned egalitarian ideals, today’s society is heavily oriented 
toward intelligence and intellectual achievement (e.g., Browne-Miller, 1995; Gifford, 1989). Ambi-
tion, hard work, and good character will not guarantee success in life; intelligence is also required 
(e.g., Gottfredson, 2011; Nisbett et al., 2012).

In schools, the assessment of intelligence is mandated by current federal special education 
law—the Individuals with Disabilities Education Improvement Act of 2004 (IDEA, 2004)—for 
the identification of intellectual disability (ID). In addition, IDEA allows, but does not require, the 
use of intelligence tests for the identification of specific learning disability (SLD). Finally, although 
gifted students are not protected under IDEA in its current form, exceptionally high intelligence 
(IQ) is a key component used in most states to identify intellectual giftedness (McClain & Pfeiffer, 
2012). In these instances, the overall score on standardized IQ tests is primarily used as the bench-
mark against which to compare students’ current academic achievement or adaptive behavior (i.e., 
age-appropriate ability to act independently, interact socially with others, care for oneself, etc.). For 
example, ID is identified when an individual has significantly below-average IQ and comparable 
deficits in adaptive functioning, among other criteria. In contrast, SLD has traditionally been 
identified when there is a significant discrepancy between an individual’s level of academic per-
formance and IQ, and when that discrepancy cannot be explained by certain exclusionary criteria 
(e.g., inadequate educational opportunities and sensory disorders). For identification of giftedness, 
high scores on intelligence tests are seen as necessary but not sufficient for high accomplishment. 
In addition to a sufficiently high level of general intelligence, other factors are required, such as 
motivation, creativity, and task commitment (e.g., Reis & Renzulli, 2011). Chapters 10–12 provide 
more detailed information on the use of intelligence tests in schools for the determination of eligi-
bility for special education and related services.
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The purpose of this chapter is to define intelligence and to describe how people differ in 
terms of their intellectual abilities. We begin by addressing two common objections to intelligence 
research and assessment. The first objection asserts that because intelligence is not a real thing, 
how can we measure something that does not exist? The second objection contends that since there 
is no consensus definition of intelligence, how can we measure something we cannot define?

Does Intelligence Exist?

The great American psychologist E. L. Thorndike (1874–1949) stated that “whatever exists at all 
exists in some amount” (Thorndike, 1918, p. 16, as quoted in Eysenck, 1973). Many laypersons 
also believe that intelligence exists as a “real thing” that underlies intelligent behavior (Berg & 
Sternberg, 1992). Treating an abstract concept as a concrete, physical entity, however, is a common 
mistake in reasoning known as reification. Intelligence, like gravity, is nothing more than an idea, 
or construct, that exists in the minds of scientists. Scientific constructs are hypothetical variables 
that are not directly observable.

Individuals exist, of course, and their behavior can be observed and measured. Careful exami-
nation of these measurements leads to the development of constructs that attempt to explain these 
factual observations. The appropriateness and usefulness of these constructs depends upon the 
degree to which they help us to understand, describe, and predict behavior. Thorndike, therefore, 
was wrong: Intelligence is not a “real thing” that exists in some amount. It is a hypothetical con-
struct that scientists have posited to explain certain types of behavior. Intelligence, then, exists, but 
only as a scientific construct.

How Can We Measure Something We Cannot Define?

Despite over 100 years of theory and research, the field of psychology has never reached a consen-
sus on a definition of intelligence (e.g., see Sternberg & Kaufman, 2011). No other psychological 
phenomenon has proven harder to define than intelligence. In 1921, the Journal of Educational Psy-
chology published a symposium titled “Intelligence and Its Measurement” (Buckingham, 1921). In 

this symposium the editor asked 14 leading experts 
to define intelligence, among other questions. He 
received 14 different replies. Sample responses 
from selected experts included the following:

•	 “The power of good responses from the point of view of fact.” (Thorndike)
•	 “The ability to carry on abstract thinking.” (Terman)
•	 “Intelligence involves the capacity to acquire capacity.” (Woodrow)
•	 “The ability of the individual to adapt himself adequately to relatively new situations in 

life.” (Pintner)
•	 “Intelligence is what the tests test.” (Boring)

The main source of disagreement in this symposium concerned whether intelligence is one single 
general ability or a number of different abilities. The only point on which the respondents tended 

Despite over 100 years of theory and 
research, the field of psychology has 
never reached a consensus definition 
of intelligence.
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to agree was that intelligence is related to “higher mental processes,” such as abstract reasoning 
or problem solving.

In 1986, Sternberg and Detterman published a book titled What Is Intelligence? They were 
interested in determining whether there was greater consensus among contemporary researchers 
than there had been 65 years earlier. They asked 24 prominent experts in the field of intelligence 
to respond to the same questions that the participants answered in the 1921 symposium. Here are 
a few sample definitions of intelligence from these experts:

•	 “Intelligence is a quality of adaptive behavior.” (Anastasi)
•	 “Intelligence is the repertoire of knowledge and skills available to a person at a particular 

point in time.” (Humphreys)
•	 “Intelligence is defined as the general factor . . . of psychological tests.” (Jensen)
•	 “Intelligence is the reification of an entity that does not exist; it is a number of somewhat 

independent broad abilities.” (Horn)

As Sternberg and Detterman (1986) noted, “striking diversity” was apparent among the respon-
dents’ definitions, despite over half a century of research on the nature and measurement of intel-
ligence since the 1921 symposium. Nonetheless, consistent with the earlier findings, most of the 
participants mentioned that intelligence is related to higher-order cognitive functions. Differences 
among experts were also prevalent on the “one versus many” question of the generality of intel-
ligence.

Conceptions of Intelligence

One reason for this lack of consensus stems from the fact that one can view intelligence from dif-
ferent perspectives (see Eysenck, 1998). Figure 1.1 shows the relationship among three different 
conceptions of intelligence. The first concerns the biological substrate that underlies all intelligent 

FIGURE 1.1.  Relations among biological, psychometric, and social (or practical) intelligence. From 
Eysenck (1998, p. 62). Copyright 1998 by Transaction Publishers. Reprinted by permission.
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thought and action. Biological intelligence sets the limits of intellectual development. Intelligence 
is influenced by genetics, because genes determine the neurological structures and the physiologi-
cal and biochemical functioning of the brain. As shown within the circle for biological intelligence, 
brain functioning can be measured in a number of different ways, including the electroencepha-
lograph (EEG), averaged evoked potentials (AEP), galvanic skin response (GSR), central nerve 
conduction velocity (CNV), and reaction time (RT) on elementary cognitive tasks, among other 
methods (e.g., see Colom & Thompson, 2011; Deary, Penke, & Johnson, 2010; Haier, 2011; Nisbett 
et al., 2012).

The second conception of intelligence is psychometric intelligence. Psychometric intelligence 
refers to the “intelligent” behavior that is sampled on standardized tests of intelligence (“IQ tests”). 
Individual differences in biological intelligence can be measured only indirectly by psychometric 
intelligence tests. The behaviors measured on these tests are related to biological functioning, but 
they are also influenced by one’s background and experience. Cultural factors, family upbringing, 
level and quality of education, and socioeconomic status are all importantly related to intelligence 
test performance (e.g., Gottfredson, 2008; Jensen, 1998).

The third and final conception of intelligence is social (or practical) intelligence. Social intel-
ligence refers to the overt behavior that is considered “intelligent” in specific contexts, cultures, or 
both. Examples include academic achievement in school and performance at work. What is con-
sidered intelligent behavior may differ to some degree across contexts and cultures, even though 
the basic cognitive and biological processes underlying such behavior may be the same. Intelligent 
behavior in the “real world” is determined in part by biological intelligence and in part by back-
ground and experience, but also by a host of other noncognitive factors (e.g., personality, healthy 
lifestyle, and mental health).

Thus, although these three meanings of the term intelligence overlap to a considerable degree, 
they differ in their breadth or inclusiveness. Given that there are different ways in which to view 
intelligence, it is perhaps not surprising that a consensus definition has eluded the field. It is impor-
tant to note that this lack of consensus worries scientists much less than it appears to worry jour-
nalists, the mass media, and other laypersons. This is because scientists are more aware that con-
sensus definitions come at the end of a line of investigation, not near the beginning when inquiry 
is still in the formative stages.

In any case, the key point to keep in mind is not whether tests of intelligence measure some-
thing that we all agree upon, but whether we have discovered something that is worth measuring. 
As we shall see in Chapter 2, despite the absence of a consensus definition of intelligence, the vast 
amount of research that has been conducted over the past century clearly supports its meaning-
fulness as a scientific construct that can be assessed with considerable accuracy. The bottom line 
is this: We use intelligence tests because they predict important social outcomes better than any-
thing else that we can currently measure independently of IQ (e.g., Gottfredson, 2011).

Theories of Intelligence

Scientific knowledge consists of the gradual accumulation of information by different research-
ers, from different types of research, and in different domains. Scientific theories are essentially 
“bold conjectures” that attempt to explain the known evidence in a field of study. According to 
philosopher of science Karl Popper (1968), “good” scientific theories make important and useful 
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predictions that can be subjected to empirical tests. Theories that are not potentially falsifiable are 
known as pseudoscientific theories (e.g., Freud’s psychoanalytic theory). Theories of intelligence 
are scientific theories that attempt to explain differences among individuals in their ability to solve 
the myriad problems people confront almost daily, to learn from those experiences, and to adapt 
to a changing environment (e.g., Neisser et al., 1996). Theories of intelligence, however, vary in 
the degree to which they have been substantiated and, as a result, the extent to which they are 
accepted in the scientific community.

The Psychometric Paradigm

At present, the scientific theory that has by far the most empirical support is the psychometric 
approach to the study of intelligence. Although there are various competing theories of intelligence 
in the literature (e.g., see Ceci, 1990; Gardner, 1983; Das, Naglieri, & Kirby, 1994; Sternberg, 
1985), the psychometric paradigm “has not only inspired the most research and attracted the most 
attention (up to this time) but is by far the most widely used in practical settings” (Neisser et al., 
1996, p. 77).

Psychometrics is the scientific field of inquiry that is concerned with the measurement of 
psychological constructs. Although psychometricians study other psychological phenomena (e.g., 
personality, attitudes, and beliefs), the definition 
and measurement of intelligence have been a pri-
mary focus. According to the psychometric para-
digm, intelligence involves the ability to reason 
abstractly, solve complex problems, and acquire 
new knowledge (e.g., Neisser et al., 1996). The con-
struct of intelligence, therefore, reflects more than 
“book learning” or “test-taking skill” (e.g., Eysenck, 1998; Gottfredson, 2002; Neisser et al., 1996). 
Contrary to the view of expert opinion often reported by the mass media, most scholars with 
expertise in the field of intelligence agree with this working definition of intelligence (Snyderman 
& Rothman, 1987).

Psychometric g

Two facts of nature must be explained by any theory of intelligence—and both are adequately 
addressed in the psychometric paradigm. The first is known as the positive manifold (Spearman, 
1904). The positive manifold refers to the fact that all tests of cognitive ability (i.e., objectively 
scored tests on which individual differences are not due to sensory acuity or motor deftness) are 
positively intercorrelated. This means that, on average, individuals who score high on one kind 
of cognitive test will tend to score high on every other kind of cognitive test, and vice versa. The 
existence of the positive manifold indicates that all tests of cognitive ability share something in 
common that is related to differences in performance (i.e., an underlying source of individual dif-
ferences, or variance).

The second fact of nature that must be explained pertains to the description of the underly-
ing structure of these positive intercorrelations. Specifically, the central question here is whether 
these correlations are related to a single cognitive ability or to a number of different abilities. 
Charles Spearman (1904) hypothesized that the positive correlations observed among all tests of 

According to the psychometric 
paradigm, intelligence involves the 
ability to reason abstractly, solve 
complex problems, and acquire new 
knowledge.
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cognitive ability result from a single underlying general ability that is shared by all tests. In other 
words, he asserted that all cognitive tests correlate positively because they measure the same 
thing to some degree. He invented factor analysis to estimate this underlying source of variance, 
which he called the general factor, or simply psychometric g. The purpose of factor analysis is to 
determine whether the correlations among a number of cognitive tests can be explained by some 
smaller number of inferred hypothetical constructs (i.e., factors; Carroll, 1993). Specifically, Spear-
man hypothesized that every test measures g and one other ability that is unique to that specific 
test (or highly similar tests).

Figure 1.2 displays Spearman’s original two-factor theory. This figure shows the relationship 
among nine tests of cognitive ability and psychometric g. As can be seen, each of these tests over-
laps to some degree with g (as expected, given the positive manifold), but not with each other. Also 
note that some tests are more closely related to g than others. S1, for example, overlaps to a consid-
erable extent with psychometric g, whereas S2 is related to g to a much lesser degree. The portions 
of S1 and S2 that do not overlap with psychometric g reflect the portion of individual differences 
that are specific to each respective test.

What is psychometric g? Perhaps the most undisputed fact about g is that it is related to 
information-processing complexity (e.g., see Jensen, 1998). Spearman discovered that the tests 
correlating most highly with g—or the most g-loaded tests—are those that involve what he called 
abstractness and the eduction of relations and correlates (Spearman & Jones, 1950). Abstract-
ness refers to ideas and concepts that cannot be perceived directly by the senses. The eduction 
of relations and correlates pertains to the perception of relations through inductive or deductive 
reasoning, as opposed to the simple reproduction of known rules. For example, take tests of cog-
nitive ability that involve mathematics. Tests that correlate the most highly with psychometric g 
are those that involve solving problems, such as word problems in which the requisite arithmetic 
operations are not made explicit. The test taker must deduce from the description of the problem 
which arithmetic operations are required and then apply them. In contrast, tests that involve the 

FIGURE 1.2.  Spearman’s two-factor theory of intelligence.
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perfunctory application of explicit arithmetic operations, such as addition and subtraction work-
sheets, tend to be much less g-loaded. In other words, the relative g-loadedness of these kinds of 
tests is not related to the fact that they concern mathematics, but to the complexity of information 
processing required.

In addition to tasks that require inferring relations about abstract concepts, tests that corre-
late highly with psychometric g are those that require more conscious mental manipulation. A 
straightforward illustration of this phenomenon can be found by comparing the g-loadings of the 
Forward and Backward Digit Span tests of the Wechsler Intelligence Scale for Children—Fourth 
Edition (WISC-IV; Wechsler, 2003). On both tests, one must repeat a string of digits presented 
once at a rate of one digit per second. One repeats the digits in Forward Digit Span in the same 
order as presented, and in Backward Digit Span in the opposite order as presented. Thus, on Back-
ward Digit Span, one must retain the string of digits 
that have been presented in short-term memory and 
then repeat them, just as in Forward Digit Span, but 
with the added requirement of reversing the digits. 
Because it involves more conscious mental manipu-
lation, Backward Digit Span is more highly corre-
lated with g than is Forward Digit Span (Jensen, 
1998).

Another noteworthy characteristic of g is that it cannot be described in terms of the surface 
characteristics of the different cognitive ability tests used in factor analysis. Spearman referred to 
this phenomenon as the indifference of the indicator (Spearman & Jones, 1950). For example, take 
the Block Design and Vocabulary subtests of the WISC-IV. On Block Design one must arrange 
colored blocks to match a pattern, and on Vocabulary one must define the meaning of different 
words. With their entirely different information content and response requirements, these two 
subtests would seem to call for quite different thought processes; yet they are two of the most 
highly g-loaded subtests on the WISC-IV (Jensen, 1998). A test’s correlation with g, therefore, is 
related to the complexity of information processing required, rather than to its requisite specific 
skills or knowledge content.

Although it is now well established that psychometric g is related to processing complexity 
on cognitive tasks and not their surface characteristics, it is important to note that this is merely a 
description of g. Like all factors, g is not, strictly speaking, an explanatory construct. Factor analy-
sis can be used to explain how various cognitive ability tests are related to each other, but it does 
not provide a causal explanation of the abilities or how they are organized. Therefore, the construct 
of g itself calls for an explanation. As Eysenck (1998) stated, “It is one thing to postulate a general 
factor of intelligence as the central conception in the theoretical framework which explains the 
observed phenomena in the field of mental testing; it is a different thing to postulate the nature of 
this factor” (p. 10).

The underlying causal mechanism of g is still largely unknown. Over the past 30 years, how-
ever, research at the interface between brain and behavior suggests that individual differences in 
intelligence are integrally related to a property of the brain known as neural efficiency, which is 
related to speed and efficiency of cognitive processing. This idea has received increased attention 
(e.g., Jensen, 2006; Nettelbeck, 2011). In Chapter 2, we further discuss how and why individuals 
differ in intelligence.

A test’s correlation with g is related 
to the complexity of information 
processing required, rather than to its 
requisite specific skills or knowledge 
content.
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Group Factors

Not long after Spearman (1927) introduced the two-factor theory, he and other pioneers in factor 
analysis discovered group factors in addition to g. Unlike g, which enters into all cognitive tests, 
group factors are common only to certain groups of tests that require the same kinds of item 
content (e.g., verbal, numerical, or spatial) or cognitive processes (e.g., oral fluency, short-term 
memory, perceptual speed).

Thurstone’s (1938) theory of primary mental abilities (PMAs) was the first theory of intel-
ligence that did not include a general factor. His theory was based on the results of a new statisti-
cal technique that he developed, called multiple factor analysis. Multiple factor analysis initially 
allowed for the identification of a number of mental abilities, but no general factor. Thurstone’s 
methodology also allowed for the identification of different kinds of cognitive abilities that were 
related to the factors discovered. Like Spearman’s, his methodology was a product of his assump-
tions. Whereas Spearman’s method of factor analysis was based on the assumption that only one 
factor is present in the correlation matrix, Thurstone’s method was predicated on the notion of 
multiple abilities and no general ability.

Thurstone originally believed that the positive manifold is not the result of a general factor 
that underlies all tests of cognitive abilities, but stems from a number of fundamental abilities or 
PMAs. He identified seven PMAs: Verbal Comprehension, Perceptual Speed, Space Visualization, 
Inductive Reasoning, Deductive Reasoning, Rote Memory, and Number Facility. These factors 
were seen to be related to a variety of tests that shared common features. He believed that per-
formance on any particular test, however, did not involve all the PMAs. Thurstone developed a 
special set of tests, called the PMA tests, to measure each of these factors.

For Thurstone’s theory to be correct, each of the PMA tests had to correlate with only one fac-
tor. Furthermore, there would be no general factor with which every test correlated (representing 
psychometric g). This pattern of results in factor analysis is known as simple structure. Table 1.1 
presents an idealized version of the results of a factor analysis showing simple structure. As can 
be seen here, there are six tests of cognitive ability and three factors. Each of the tests correlates 
perfectly with one factor and not at all with the other factors. In this case, each test represents a 
single group factor, uncontaminated by any other PMA. The factors are interpreted in terms of the 
characteristics of the tests on which they load. Thurstone’s goal was to develop a battery of “factor-
pure” tests such as these to measure each of the PMAs.

Results of factor analyses of Thurstone’s PMA tests, however, do not contradict the existence 
of a general factor (e.g., see Cattell, 1971). Because all tests correlate with psychometric g to some 

TABLE 1.1.  Idealized Version of Simple Structure

Test

Factor

I II III

A 1.00 — —
B 1.00 — —
C — 1.00 —
D — 1.00 —
E — — 1.00
F — — 1.00
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extent, it is only possible to approximate simple structure by allowing the factors themselves to 
be correlated. However, when this is done, the resulting correlations between factors can also be 
factor-analyzed. When these correlations are factor-analyzed, psychometric g emerges as a second-
order factor. When factor analyses are conducted at different levels, this is known as higher-order 
factor analysis. Thus the finding that there is a psychometric g as well as group factors among 
the PMA tests indicates that Spearman and Thurstone were both correct in what they initially 
believed, but wrong about what they denied.

Agreement was finally reached on a general psychometric paradigm that has lasted to this day 
(see Carroll, 1993). According to this paradigm, individuals have a number of different abilities for 
solving intellectual problems and for adapting to the environment. Among these abilities, psycho-
metric g is particularly important. In addition to g, there are specific abilities to deal with various 
types of problems under specific circumstances, such as those involving visual–spatial, numerical, 
or memory abilities. During this early period of research, a number of theories postulated by such 
factor-analytic luminaries as Vernon, Cattell, and Guilford attempted to describe the structure 
of cognitive abilities (see Carroll, 1982). Nonetheless, because opinions differed about the most 
appropriate method of factor analysis, consensus as to the best model of the structure of cognitive 
ability was not reached.

The Structure of Intelligence

One of the main reasons for this lack of consensus with regard to the structure of intelligence 
had to do with the fact that the early theorists were limited to a type of factor analysis called 
exploratory factor analysis (EFA). EFA is most useful in the early stages of research, when initial 
hypotheses about the underlying factors are generated. EFA does not test the fit between compet-
ing theories and the data within a statistical modeling framework. In the 1980s, however, use of a 
new statistical procedure known as confirmatory factor analysis (CFA) provided a way out of this 
theoretical dead end. CFA is a general model of factor analysis that contains all earlier models as 
special cases. CFA is a “sharper” factor-analytic tool than earlier models and can be used both 
to estimate and to test alternative factor models. In CFA, specific theories are used to construct 
models of the underlying structure of a battery of tests to determine how well they “fit” or explain 
the data. Furthermore, the “goodness-of-fit” provided by the models based on competing theories 
can be examined to determine which one provides the best description of the data. The results of 
more recent analyses using this new approach show that a hierarchical model of cognitive ability 
best fits the data (Keith & Reynolds, 2012; Gustafsson, 1984). In these models, both g and a number 
of group factors are represented as independent dimensions of cognitive ability (e.g., Johnson, te 
Nijenhuis, & Bouchard, 2008).

At the current time, the most widely accepted theory of the structure of human cognitive abil-
ities is Carroll’s (1993) three-stratum theory (e.g., Brody, 1994; Eysenck, 1994; Sternberg, 1994). 
Carroll’s theory is based on the re-analysis of 467 data sets. It is largely an extension and expansion 
of the earlier theories of cognitive abilities, such as the Horn–Cattell theory of fluid and crystal-
lized abilities (Gf-Gc; Horn, 1994; Horn & Noll, 1997). According to Carroll, “there is abundant 
evidence for a factor of general intelligence” (1993, p. 624), but also for a number of group factors. 
As shown in Figure 1.3, in the three-stratum theory psychometric g and group factors are arranged 
in a hierarchy based on their generality. Generality refers to the number of other factors with 
which a particular factor is correlated. The most general factor, psychometric g, is located at the 
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top of this hierarchical structure at stratum III. Eight broad cognitive abilities (e.g., Fluid Intel-
ligence and Crystallized Intelligence) that are similar to Thurstone’s PMAs constitute stratum II; 
and stratum I consists of many narrow cognitive abilities (e.g., Visual Memory, Spelling Ability, 
and Word Fluency). Intelligence, therefore, is multidimensional, and consists of many different 
cognitive abilities (Sternberg, 1996).

In recent years, Carroll’s (1993) three-stratum theory and Horn and Cattell’s Gf-Gc theory 
have been integrated into what is referred to as the Cattell–Horn–Carroll (CHC) theory of cogni-
tive abilities. This model has the same factor structure as the three-stratum theory, with a promi-
nent psychometric g¸ but with several relatively small differences among the broad abilities pos-
ited at stratum II (e.g., Schneider & McGrew, 2012). CHC theory is increasingly being used by 
test developers to create theoretically driven tests that measure the general and broad factors of 
human intelligence.

CHC Theory and IQ Testing

How well do current intelligence tests measure the factors in the CHC theory? Given that psy-
chometric g is related to the complexity of cognitive processing, all of the most widely used intel-
ligence tests are excellent measures of g (see Carroll, 1993). Due to the practical limitations of 
psychological assessment, the battery of subtests on intelligence tests tends to be fairly small. This 
precludes the measurement of all factors in the CHC theory. Typically, in addition to g, intelligence 
tests measure no more than three to five broad abilities at stratum II (Keith & Reynolds, 2012). The 
WISC-IV, for example, measures five broad abilities (viz., Fluid Intelligence, Crystallized Intel-
ligence, General Memory and Learning, Broad Visual Perception, and Broad Cognitive Speedi-
ness), and psychometric g (Keith, Fine, Taub, Reynolds, & Kranzler, 2006). Moreover, none of the 
intelligence tests currently in use measures all of the abilities at stratum II. At the present time, a 
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thorough assessment of the broad stratum II abilities requires either (1) administration of multiple 
intelligence tests measuring different abilities or (2) adoption of the cross-battery approach to 
intellectual assessment (e.g., Flanagan, Alfonso, & Ortiz, 2013).

What do intelligence tests measure? The global composite score on virtually every intelli-
gence test is an excellent measure of g. Psychometric g is the largest factor on intelligence tests 
(e.g., Canivez & Watkins, 2010a, 2010b; Jensen, 1998; Nelson & Canivez, 2012). Psychometric g 
usually explains more variance than all group factors combined (Canivez, 2011; Kranzler & Weng, 
1995), even when intelligence tests are not developed within the framework of CHC theory (e.g., 
Kranzler & Keith, 1999). Furthermore, the predictive validity of intelligence tests is largely a 
function of psychometric g (e.g., Gottfredson, 2002; Hunter, 1986; Jensen, 1998; Ree & Earles, 
1991, 1992). On most educational and occupational criteria, the general factor usually explains 
from 70% to 90% of the predictable variance, depending on the criterion (e.g., Kaufman, Reyn-
olds, Kaufman, Liu, & McGrew, 2012; Thorndike, 1985, 1986). In addition, the more complex 
the criterion, the more predictive psychometric g tends to be. Nelson and Canivez (2012), for 
example, found that psychometric g accounted for approximately 80% of the variance explained by 
the Reynolds Intellectual Assessment Scales (RIAS; Reynolds & Kamphaus, 2003) on a variety of 
academic achievement outcomes. Psychometric g is predictive of many important social outcomes 
beyond tests, such as years of education and socioeconomic status (Gottfredson, 2008). The general 
factor is also related (negatively) to such problem behavior as dropping out of high school, living in 
poverty, and incarceration (e.g., Herrnstein & Murray, 1994).

Despite the predictiveness of psychometric g, the predictiveness of intelligence tests is far 
from perfect. For example, in schools, the average correlation between measures of g and reading 
comprehension is approximately +.70. Thus the overall score on intelligence tests explains about 
50% of the differences between children in the ability to comprehend text—at best. This means 
that up to 50% of the remaining variance must be explained by other cognitive and noncognitive 
variables beyond g, such as conscientiousness and ambition. Predictive validity coefficients 
between g and outcomes in the workplace are typically lower. As Gottfredson (1997) has stated, 
this implies that “the effects of intelligence—like 
other psychological traits—are probabilistic, not 
deterministic. Higher intelligence improves the 
odds of success in school and work. It is an advan-
tage, not a guarantee. Many other things matter” 
(p. 116; emphasis in original).

Criticism of the Psychometric Paradigm

The main criticism of the psychometric paradigm is not that it is incorrect, as it has substantial 
empirical support, but that it is incomplete. According to Sternberg (1988a, 1988b), this approach 
focuses on only one (or, at most, two) of the essential aspects of intelligence, and thus cannot lead 
to a complete understanding of intelligence. Others, such as Ceci (1990), have argued that the syl-
logism implied in this line of investigation (g = IQ = real-world success) obscures the complex link 
between micro-level processing and intelligent behavior. Ceci has also contended that alternative 
interpretations of the data are possible. In any case, as mentioned previously, at the present time 
the psychometric approach—with its vast empirical support—is clearly the predominant theory 
of intelligence.

The effects of intelligence are 
probabilistic, not deterministic. 
Higher intelligence is an advantage, 
not a guarantee.
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It is also important to note that although the three-stratum and CHC theories are now widely 
accepted as working models of the structure of intelligence, “the consensus is by no means unani-
mous, and in any case, scientific truth is not decided by plurality (or even majority) vote” (Stern-
berg, 1996, p.  11). While virtually every researcher within the psychometric paradigm agrees 
that the structure of human cognitive abilities is hierarchical, at least some question the appro-
priateness of an overarching psychometric g at stratum III of the factor hierarchy. In fact, several 
theories of intelligence outside the psychometric approach do not include a general ability—such 
as Sternberg’s (1985) triarchic theory and Gardner’s (1983, 1993, 1999, 2006) theory of multiple 
intelligences, as well as more recent theories such as the Planning, Attention, Simultaneous, and 
Successive (PASS) processes theory (e.g., Naglieri & Otero, 2012; Das, Naglieri, & Kirby, 1994), 
and Ceci’s bioecological framework (e.g., Ceci, 1990). Although these contemporary theories have 
contributed significantly to the study of intelligence, the psychometric paradigm has been the most 
thoroughly researched and has by far the most empirical support.

Summary

What, then, is intelligence? Most experts agree that intelligence involves the ability to reasoning 
and think abstractly, acquire new knowledge, and solve complex problems (Snyderman & Roth-
man, 1987). The vast literature on the structure of human cognitive abilities clearly indicates that 
it is multidimensional. This means that any single score on intelligence tests will not explain the 
full range of these dimensions (Sternberg, 1996). In the psychometric paradigm, however, g plays 
a particularly important role. Not only is g the largest factor in batteries of cognitive tests, but it is 
also the “active ingredient” in cognitive tests’ predictiveness. Psychometric g is not merely linked 
to the surface characteristics of cognitive ability tests; rather, g is directly related to the complexity 
of information processing. Finally, psychometric g is measured quite well by most, if not all, of the 
most widely used intelligence tests. Certain group factors are also measured on most of these tests, 
but typically no more than a few are measured on any one test.
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Chapter 2

How and Why Do People Differ 
in Intelligence?

It is a truism that no two people are exactly the same. Even identical twins are not exactly alike. 
Indeed, individuals differ on virtually every biological and psychological attribute that can be 
measured. Individual differences are observed in physical characteristics such as height, weight, 
blood type and pressure, visual acuity, and eye coloration; they are also observed in psychological 
characteristics such as personality, values, interests, and academic achievement, among others. 
Individuals also differ in intelligence—that is, in their general, broad, and specific cognitive abili-
ties (e.g., see Carroll, 1993).

The scientific study of how and why people differ in terms of their psychological characteris-
tics is known as differential psychology (e.g., Revelle, Wilt, & Condon, 2011). In contrast to experi-
mental psychology, where differences among people are seen as a source of error to be controlled, 
in differential psychology those differences are the focus of research. For school psychologists and 
other professionals working with children and youth who have learning problems, understanding 
individual differences in intelligence is particularly important—not only for the identification of 
school-related difficulties, but also for the effective planning and evaluation of school-based inter-
ventions (e.g., Fiorello, Hale, & Snyder, 2006).

The purpose of this chapter is to explain how and why individuals differ in intelligence. We 
begin by discussing how individuals of the same age differ in intelligence. We then discuss devel-
opmental differences. Finally, we address why individuals differ in intelligence; we consider both 
the heritability and the malleability of intelligence.

The Distribution of Intelligence

Around 1870, the Belgium astronomer Adolphe Quetelet (1796–1874) made a discovery about indi-
vidual differences that impressed him greatly. His method was to select a physical characteristic, 



14	A SSESSING INTELLIGENCE IN CHILDREN AND ADOLESCENTS	

such as height; obtain measurements on a large number of individuals; and then arrange the results 
in a frequency distribution. He found the same pattern of results over and over again, for all sorts of 
different things. Quetelet discovered that the distribution of these characteristics closely approxi-
mated a bell-shaped curve. The symmetrical, bell-shaped curve that results from plotting human 
characteristics on frequency polygons is known as the normal (or Gaussian) distribution. The nor-
mal curve is bell-shaped, is perfectly symmetrical, and has a certain degree of “peakedness.”

Sir Francis Galton (1822–1911) was the first to discover that individual differences in intelli-
gence closely approximate the normal distribution. Figure 2.1 shows an idealized normal distribu-
tion of intelligence test scores (IQs). As can be seen here, the average (or mean) of the distribution 
is 100. Most individuals have scores that are near the average, with increasingly fewer scores near 
the extremes of each tail. The figure shows the percentage of cases in the distribution that can be 
found in the different areas of the normal curve when it is divided into standard deviation units. 
The same proportion of scores fall within the different areas of all normal curves when standard 
scores are used (e.g., z scores, T scores, or deviation IQ scores). This is very important from a prac-
tical standpoint, because it allows us to determine the percentage of cases in the distribution that 
fall below or above any particular score, or the percentage of cases falling between any two scores.

Given that the percentage of scores in a normal distribution always equals 100%, a person’s IQ 
can be understood in terms of its percentile rank. Percentile ranks are frequently used to describe 
standardized test scores, and for good reason: They are the easiest kind of score to understand. The 
percentile rank of a score is simply the percentage of the whole distribution falling below that score 
on the test. An individual whose score is at the 75th percentile scored higher than about 75% of the 

FIGURE 2.1.  Theoretical normal distribution.
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persons in the norm group; someone whose score is at the 50th percentile scored higher than about 
50%; and so on. Most intelligence tests are developed to have a mean standard score of 100 and 
standard deviation of 15. Therefore, an IQ of 115, for example, has a percentile rank of 84, meaning 
that it surpasses 84% of all scores in the normative sample. Roughly 68% of the population has IQs 
that fall between 85 and 115.

The normal distribution serves as a reasonably accurate model of the frequency distribution 
of intelligence test scores. For individuals with IQs falling between 70 and 130, which accounts for 
approximately 95% of the population, the normal curve is a very good model of the distribution of 
scores. Nevertheless, when the 5% of scores at the extreme tails of the distribution are included, 
the normal distribution is not perfectly accurate. 
Much of the deviation from the normal curve for 
intelligence is due to the fact that there is a greater 
proportion of individuals with IQs at the very low 
end of the distribution (i.e., below 50 or so) than pre-
dicted by the normal curve.

Intellectual disability (ID) is typically defined by IQs below 70 or 75 (among other criteria; 
see Chapter 10). Individuals with mild ID (i.e., with IQs between 55 and 70) represent the lower 
tail of normal variability in intelligence. Severe and profound ID (corresponding to IQs below 50), 
however, does not tend to result from normal variability (e.g., Percy, 2007), but from either acci-
dents of nature (i.e., single-gene defects or chromosomal abnormalities) or brain damage (e.g., birth 
complications, extreme nutritional deficiency, or head injury). These anomalous conditions tend to 
have such dramatic effects that they completely outweigh the usual genetic and environmental fac-
tors that determine a person’s intelligence. Nevertheless, for most practical purposes, the normal 
curve provides a reasonable approximation to the distribution of intelligence—particularly when 
we are dealing with individuals within two standard deviations of the mean of the distribution.

Developmental Differences in Intelligence

Alfred Binet (1857–1911) is widely regarded as the father of modern intelligence tests. The French 
Ministry of Education commissioned Binet and Théophile Simon (1873-1961) to find a way to iden-
tify children and youth who were at risk for educational failure. Binet and Simon began with the 
assumption that children become more intelligent with age, because older children are capable of 
doing things that younger children cannot. They developed a set of short questions and simple tasks 
that most children were capable of successfully completing at different ages. They then adminis-
tered these items to representative samples of children at 1-year intervals from the ages of 3 to 15 
years. Binet and Simon grouped items based on the percentage of children in each age group who 
got each item correct. For example, if a particular test item could be solved by the average child at 
the age of 6 years, then the age level of the problem was 6 years. Any child who passed this item 
was said to have a mental age (MA) of 6 years. They identified five items at each age level, so that 
they could measure MA in months as well as years. By comparing MA to chronological age (CA), 
Binet and Simon were able to determine whether a child was above or below average in relation to 
same-age peers. They found that at each age level, the distribution of scores on their intelligence 
test was approximately normal.

The normal distribution serves as a 
reasonably accurate model of the 
frequency distribution of intelligence 
test scores.
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Wilhelm Stern (1871–1938) was the first to describe intelligence by the ratio of MA to CA 
to derive a mental quotient, which was later changed to the intelligence quotient, or IQ. IQ was 
obtained by multiplying by 100 to remove the decimal point; that is, IQ = MA/CA × 100. Thus an 
8-year-old child with a MA equivalent to the average 10-year-old would have an IQ of 125 (10/8 
× 100); an 8-year-old child with a MA equivalent to the average 8-year-old would have an IQ of 
100 (8/8 × 100); and an 8-year-old with a MA equivalent to the average 6-year-old would have an 
IQ of 75 (6/8 × 100). Despite its appeal, it quickly became apparent that the new IQ scale was not 
useful after about 16 years of age, given that intellectual skills do not continue to develop steadily 
after that age. For adults this method is clearly inappropriate, because their MA would remain 
relatively constant, while their CA would constantly increase with time. Although many teenag-
ers would perhaps believe in the veracity of the consistently decreasing IQ of their parents, this 
is clearly inappropriate. For this reason, all current intelligence tests use a point scale in which an 
individual’s score is compared to a normative sample of same-age peers.

Figure 2.2 shows the theoretical growth curve of intelligence, based on repeated testing of the 
same individuals over time. As shown in the figure, between the ages of 4 and 12 years or so, the 
rate of cognitive growth is fairly linear. After that age, the rate of gain begins to decrease gradu-
ally as the individual reaches maturity, between 16 and 20 years of age. The development of intel-
ligence, therefore, is similar to that of height. Although scores on IQ tests are relatively unstable 
during infancy and the preschool years, they stabilize rather quickly during the early school years 
and remain that way throughout adulthood (e.g., Humphreys, 1989). This means that the rank 
order of intelligence test scores will tend to remain relatively the same as individuals move from 
childhood to adulthood. Prior to age 4 or 5, however, the long-term stability and predictive power 
of intelligence tests are of less value (Goodman, 1990). In addition, the stability of test scores 
decreases with time. More recent test results will be a better indicator of a person’s current cogni-
tive ability than tests administered in the distant past.

Figure 2.3 shows the growth curves for fluid general intelligence for three hypothetical indi-
viduals. Although the cognitive ability of all three increases over time, plateauing at about the age 
of 15 years, the relative ranking of each person remains the same. Because children’s IQs are 

FIGURE 2.2.  Theoretical growth curve based on repeated testing of the same individual. From 
Eysenck (1979, p. 59). Copyright 1979 by Springer-Verlag. Reprinted by permission.
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derived from comparison to same-age peers, this means that children’s scores on intelligence tests 
will remain relatively the same, despite the fact that their cognitive ability is steadily developing. 
An 8-year-old and a 16-year-old with IQs of 100 are not the same in terms of their general reason-
ing abilities. On the contrary, it simply means that they are average for their respective age groups. 
Students who obtain the same IQ from one age to another have simply maintained their relative 
standing in relation to same-age peers, while their cognitive abilities may have developed consid-
erably. It is also important to note that although IQ scores are generally quite stable over time, the 
consistency of scores is not perfect. Just like height, many individuals’ level of intelligence may 
remain roughly constant in relation to that of same-
age peers over time, but others’ may not. The aver-
age change in IQs for individuals between 12 and 17 
years of age, for example, is about 7 points, but for 
some people it can be as much as 18 points (e.g., 
Neisser et al., 1996).

Although much is known about the development of intelligence through childhood, research 
on change in cognitive abilities in adulthood and old age is less clear—largely due to method-
ological issues surrounding the use of cross-sectional research designs, cohort effects, and which 
cognitive abilities are to be measured and how (e.g., see Salthouse, 2010). Nevertheless, examina-
tion of the age norms for widely used intelligence tests among adults, such as the Wechsler Adult 
Intelligence Scale—Fourth Edition (WAIS-IV; Wechsler, 2008), are fairly straightforward (Deary, 
2001). For some subtests on the WAIS-IV, there is little change across age among adults; for other 
subtests, age-related decrements in ability are apparent. The subtests on which older and younger 
people tend to compare well are vocabulary, general information, and verbal reasoning. These 
subtests draw upon one’s knowledge base that has been accumulated through experience over time 
(i.e., Crystallized Intelligence, or Gc).

The cognitive subtests on which marked differences between older and younger people are 
observed are those that tend to be speeded or involve abstract or spatial reasoning. These subtests 
measure current cognitive functioning, because they involve solving problems here and now, often 
with novel content and under speeded conditions (i.e., Fluid Intelligence or Gf). For example, 

Although intelligence test scores are 
generally quite stable over time, the 
consistency of scores is not perfect.

FIGURE 2.3.  Growth curve of fluid ability (Gf) with age. From Eysenck (1979, p. 75). Copyright 1979 
by Springer-Verlag. Reprinted by permission.
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results from Schaie’s (1996) Seattle Longitudinal Study for verbal ability (Gc) and inductive rea-
soning indicated that average scores on verbal ability remained fairly constant across age. On 
inductive reasoning, in contrast, average scores decreased considerably across age. It is important 
to note that these were average changes in inducting reasoning. For some people, performance on 
Gf tasks such as inductive reasoning does not change or improves with age. What does age affect? 
One theory proposed by Salthouse (1996) is that age-related changes in cognitive abilities are 
caused by slowing in the speed of information processing in the brain. Salthouse found that the 
effects of age on the brain were primarily on the general factor of intelligence (psychometric g). 
Changes observed in the measures of Gf and Gc across the lifespan are due to their relationship to 
g, not something specific to each broad ability at stratum II of the three-stratum theory (see Car-
roll, 1993, and Chapter 1, this volume). Further research on the study of cognitive aging is needed, 
however—particularly given that life expectancy is increasing dramatically, and thus the propor-
tion of older people in the population is growing.

Why Do People Differ in Intelligence?

Given the controversy that has surrounded research on the so-called “nature–nurture” issue in 
intelligence over the years, it may come as a surprise to learn that the main focus of research in this 
area no longer involves the question of whether individual differences in intelligence are related to 
genes or the environment (Nisbett et al., 2012). Results of surveys indicate that most psychologists 

believe that both genetic and environmental factors 
are at least partly related to variability in intelli-
gence (Snyderman & Rothman, 1987). As Ceci 
(1990) has put it, “there are so many reports in the 
behavior-genetics literature of substantial heritabil-
ity coefficients, calculated from an enormous vari-

ety of sources, that it is unlikely they could all be wrong” (p. 130). Rather, the focus of much con-
temporary research is on the identification of specific genes responsible for the heritability of 
intelligence, and on specific pathways between genes and behavior (e.g., Plomin & Spinath, 2004). 
Before we discuss research on the heritability of intelligence, it is important to describe how 
researchers investigate the relative contributions of nature and nurture to individual differences in 
behavioral traits such as intelligence.

Quantitative Behavior Genetics

Quantitative behavior genetics, or the differential model, is used to examine the contributions of 
genetics and the environment to individual differences in behavioral traits. Research in behavior 
genetics is best understood as an attempt to partition variance. Variance is the average of the 
squared deviations of every score from the mean of the distribution:
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Most psychologists believe that both 
genetic and environmental factors are 
at least partly related to variability in 
intelligence.
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where S is “the sum of,” X refers to each obtained score, X is the mean of X, and N refers to the 
total number of scores. The variance is interpreted as the “amount of information” in a distribution 
(Cronbach, 1990).

In quantitative behavior genetics, variance in an observable, measurable characteristic of an 
individual—the phenotype (VP)—is partitioned into components of variance related to the geno-
type (VG) and the environment (VE). Thus VP = VG + VE. The proportion of variance in the 
phenotype that is attributable to variance in the genotype is known as heritability (h2) of a particu-
lar trait (h2 = VG/VP). Environmentality reflects differences in the phenotype that are associated 
with the environment and with measurement error (i.e., 1 – h2). The environmental component 
of variance can be further partitioned into two subcomponents, shared and nonshared. Shared 
environmental influences reflect common experiences that make individuals in the same family 
similar to each other and different from those in other families (e.g., socioeconomic status, parent-
ing style). Nonshared environmental influences reflect unique life experiences that make members 
of the same family different from one another (e.g., peer groups). In addition, phenotypic variance 
may also be influenced by combined genetic and environmental influences, such as genotype–
environment correlations. Genotype–environment correlations occur when people’s genetic pro-
pensities are related to the environments they experience. A common example in the schools is the 
identification and placement of children in special classes for the intellectually gifted.

All procedures for estimating the relative contributions of heredity and environment in quan-
titative behavior genetics involve correlating measurements taken from groups of people who are 
and are not biologically related, and then comparing these correlations with those expected from 
a purely genetic hypothesis. The genetic correlation for identical, or monozygotic (MZ), twins is 
1.00, because they share 100% of their genetic makeup. Since non-twin offspring (i.e., full sib-
lings) receive 50% of their genes from each parent, the parent–child genetic correlation is .50. The 
genetic correlation for fraternal, or dizygotic (DZ), twins is also .50, because they too share 50% 
of their genes. Persons who are not biologically related have no genes in common, so the genetic 
correlation between these individuals is .00. When the correlations for a particular kinship (e.g., 
MZ twins) differ substantially from the predicted genetic correlation, results do not substantiate a 
purely genetic hypothesis. If there is no resemblance between family members, then the genetic 
hypothesis is disconfirmed for that particular trait.

Family, twin, and adoption studies are the three basic research designs used in the differen-
tial model. These designs essentially exploit different combinations of genotypes and environments 
that occur naturally in the population. In family studies, estimates of h2 are based on comparisons 
of parents with their offspring and of siblings with each other. Because members of the same fam-
ily share both common genes and environment, evidence of familial similarity is consistent with 
the genetic hypothesis, but cannot confirm it. Twin and adoption studies must be used to separate 
the relative contributions of genetics and the environment to phenotypic variance, because they 
essentially control for the effects of genes or the environment.

Twin studies are one of the most powerful designs in the differential model. If a particular 
trait is influenced by genetics, then the correlation between MZ twins should be greater than 
the correlation between DZ twins, because MZ twins share 100% of their genes and DZ twins 
share only 50%. Correlations for MZ and DZ twins reared together reflect the phenotypic vari-
ance accounted for by the combined effects of genes and common environment. Adoption stud-
ies are another invaluable source of information on the relative contributions of genetics and the 
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environment to phenotypic variance, because they too separate the effects of common genes and 
common environment. In adoption studies, adoptive parents are compared to their adopted chil-
dren, to whom they are completely genetically dissimilar, and biological parents are compared to 
their adopted-away children, with whom they have no environmental experiences in common. Any 
resemblance between adopted children and their adoptive parents, therefore, can be attributed to 
the effects of shared environment; conversely, any resemblance between adopted-away children 
and their biological parents can be attributed to genetics. Pairs of adopted and unadopted chil-
dren reared together can also be compared in adoption studies to estimate the effects of common 
environment. Particularly noteworthy are studies in which the adoption and twin methods are 
combined. In these studies, of which there are relatively few, MZ and DZ twins who have been 
separated at birth and reared apart are compared.

Heritability of Intelligence across the Lifespan

Bouchard and McGue (1981) reviewed the literature of familial studies of the heritability of intel-
ligence. They reviewed over 100 independent studies, summarizing over 500 correlations among 
more than 100,000 family members. Taken as a whole, results of these studies were consistent with 
a genetic hypothesis, but provided support for the influence of the environment on individual dif-
ferences on intelligence (see Table 2.1). Not only were the correlations between MZ twins greater 
than those between family members with less genetic overlap, even when MZ twins were reared 
apart, but the obtained correlations across kinships did not deviate substantially from the expected 
genetic correlations. Evidence for the role of environment was reflected in the fact that correla-

TABLE 2.1.  Average IQ Correlations among Family Members

Relationship Average r Number of pairs

Reared-together biological relatives

MZ twins .86 4,671
DZ twins .60 5,533
Siblings .47 26,473
Parent–offspring .42 8,433
Half-siblings .35 200
Cousins .15 1,176

Reared-apart biological relatives

MZ twins .72 65
Siblings .24 203
Parent–offspring .24 720

Reared-together nonbiological relatives

Siblings .32 714
Parent–offspring .24 720

Note. MZ, monozygotic; DZ, dizygotic. Adapted from McGue, Bouchard, Iacono, and Lykken 
(1993). Copyright 1993 by the American Psychological Association. Adapted by permission.
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tions between biological relatives reared together were greater than those between individuals of 
the same degree of kinship reared apart; and correlations between biologically unrelated persons 
reared together were substantially greater than zero. Neither of these findings can be explained by 
genetics alone. For these data, h2 for general intelligence was estimated to be .51 (Chipeur, Rovine, 
& Plomin, 1990), indicating that slightly more than half the phenotypic variance was accounted 
for by genetic factors. Shared environmental influences accounted for 11–35% of the variance, 
depending on kinship data used in the estimation. Nonshared environmental variance was found 
to explain 14–38% of the variance. Therefore, the results of this review indicated that environment 
and genetics contribute roughly equally to variability in psychometric g.

A later review of the literature by McGue, Bouchard, Iacono, and Lykken (1993), however, 
reached a somewhat different conclusion regarding the relative contributions of heritability and 
environmentality to individual differences in general intelligence across the lifespan. They found 
that the correlation between the IQs of MZ twins increased across the lifespan. The correlation 
between DZ twins, in contrast, although fairly stable between 4 and 20 years of age, decreased 
dramatically after late adolescence. Interestingly, subsequent research has shown that shared envi-
ronmental influences account for between 30% and 40% of the variance in IQ until the age of about 
20 years, after which the amount of variance explained drops to zero (Loehlin, 2007). Nonshared 
environmental effects, in comparison, remain fairly constant across the lifespan, explaining some-
where between 10% and 20% of the variance from 4–6 years of age into adulthood.

Further substantiation that the underlying genetic and environmental determinants of IQ 
variability change over the lifespan comes from adoption studies. Among persons who were not 
biologically related, but reared together, research indicates that average correlation between sib-
lings during childhood is rather substantial, accounting for approximately 25% of the variance in 
IQ (e.g., Bouchard, 2009; Nisbett et al., 2012). During adulthood, however, this correlation again 
decreases to zero. Taken together, these results indicate that the environmental effects influencing 
variability in intelligence are nonshared. Neisser et al. (1996) have stated:

No one doubts that normal child development requires a certain minimum level of responsible 
care. Severely deprived, neglectful, or abusive environments must have negative effects on a great 
many aspects—including intellectual—of development. Beyond that minimum, however, the role 
of family experience is in serious dispute. (p. 88)

Interpreting Heritability Coefficients

Several important points must be kept in mind when we are interpreting h2 estimates, however. 
First, h2 is a statistic that describes the ratio of genotypic variance to phenotypic variance in a 
population. Although it does indicate that physiological functioning is related to individual differ-
ences in the trait, it provides no information on the specific areas of the brain responsible for that 
variation or how they operate. Second, estimates of h2 refer to populations, not to individuals. An 
h2 of .50 does not indicate that half of an individual’s measured trait is attributable to genes and 
half to the environment. Third, estimates of h2 that are greater than zero do not imply biologi-
cal determinism. Genotypes do not directly cause phenotypic expression. As Rushton (1995) has 
stated, “they code for enzymes, which, under the influence of the environment, lay down tracts in 
the brains and nervous systems of individuals, thus differentially affecting people’s minds and the 
choices they make about behavioral alternatives” (p. 61).
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Malleability of Intelligence

The effects that genes have on individual differences in intelligence are better described as genetic 
influence than as genetic determinism. Being born with a particular set of genes does not predeter-
mine behavioral traits. Particular genotypes do not correlate perfectly with expressed phenotypes. 
This is clearly seen in the correlations for identical twins reared together that are less than perfect. 
Despite the fact that identical twins share the same genotype, their expressed level of intelligence 
is highly correlated, but not exactly the same. These differences can only be explained by the envi-
ronment. “Gene action always involves an environment—at least a biochemical environment, and 
often an ecological one” (Neisser et al., 1996, p. 84). Thus, traits with substantial heritable compo-
nents, such as intelligence, are susceptible to environmental intervention.

Behavior geneticists use the concept of reaction range (RR) to explain variability in pheno-
types for a particular genotype. Figure 2.4 shows the hypothetical effects of three different envi-
ronments (viz., restricted, natural, and enriched) upon four different genotypes for the expres-
sion of intelligence. For all genotypes, the level of intelligence that is expressed is lower when 
individuals are raised in a deprived environment and higher when they are brought up in an 
enriched environment. The RR for any genotype is limited, however, as is reflected in the verti-
cal lines on the right of the figure. As can be seen here, within any particular environment there 
will be differences among individuals, depending upon their genotypes. Also, the RR is larger for 
some genotypes than for others. More specifically, there is a wider RR for those with more advan-
taged genotypes. Genes, therefore, do not determine behavior; instead, they determine a range of 
responses to the environment.

Over the course of development, environmental effects can give rise to considerable variation 
in the phenotypic expression of any single genotype. Nevertheless, as Jensen (1981) has asserted, 
“there are probabilistic limits to the reaction range, and one of the tasks of genetic analysis is to 
explore the extent of those limits in the natural environment and to discover the environmental 

FIGURE 2.4.  Hypothetical reaction range (RR) for four genotypes. Adapted from Platt and Sanislow 
(1988). Copyright 1988 by the American Psychological Association. Adapted by permission.
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agents that affect them” (p. 485). At the current time, despite numerous efforts to discover ways 
to increase children’s intelligence, the empirical evidence indicates that there are indeed limits to 
the malleability of IQ (e.g., Spitz, 1999). Results of early intervention programs for preschoolers, 
such as Project Head Start, have consistently shown that there is a “fade-out” of any gains in IQ 
points within 3 years of program termination (for reviews, see Clarke & Clarke, 1989; Locurto, 
1991; Spitz, 1986).

In addition, those intervention programs that have resulted in substantial and durable gains 
in IQs often fail to evince comparable improvement on tasks that are highly correlated with IQ. 
On the Milwaukee Project (e.g., Garber, 1988), for example, large differences of about 30 IQ points 
were observed between the experimental and control groups, but no significant differences were 
observed on measures of academic achievement that are closely related to intelligence, such as 
reading comprehension. These results suggest that these gains in IQ resulted from “teaching to 
the test” and did not reflect real increases in IQ (e.g., Jensen, 1989a). Results of adoption studies—
which are arguably the most intensive “interventions” imaginable—suggest that gains or losses of 
about 10–12 IQ points are the most that can be expected from dramatic environmental interven-
tions (e.g., Locurto, 1990, 1991; Nisbett et al., 2012; Rowe, 1994). Last, although certain cognitive 
skills definitely can be taught “at least to some of the people, some of the time” (Sternberg, 1996, 
p. 13), research has shown that such learning tends to be quite context-bound and does not transfer 
to other cognitive domains (e.g., Detterman & Sternberg, 1993).

Taken as a whole, research indicates that IQ is imperfectly malleable. With the exception of 
instances of extreme social isolation and neglect, most environments are functionally equivalent 
for the development of intelligence. Of course, the failure of most intervention programs over the 
past 50 years to dramatically increase IQ does not 
preclude novel interventions from doing so in the 
future. Nonetheless, “if environmental interven-
tions are to succeed, they must be truly novel ones, 
representing kinds of treatments that will be new to 
most populations” (Rowe, 1994, p. 223).

Summary

Much of the research and theory on individual differences in intelligence can be summed up as fol-
lows: (1) The distribution of general intelligence is approximately normal among people of the same 
age; (2) intelligence develops from childhood to maturity, plateauing at about 16 years of age; (3) 
changes in cognitive abilities occur across the lifespan, with cognitive abilities related to Gc being 
the least affected and those related to Gf being the most affected; (4) both genetic and environmen-
tal factors are importantly related to individual differences in intelligence, but the relative contri-
bution of each changes over the lifespan; and (5) IQ is somewhat, but not completely, malleable.

Research indicates that IQ is 
imperfectly malleable. Most 
environments are functionally 
equivalent for the development of 
intelligence.
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Chapter 3

Ethics in Assessment

It is important that students in training and professionals engaged in the practice of psychology 
read and frequently review the most recent ethical guidelines from the American Psychological 
Association (APA; go to www.apa.org/ethics/code/index.aspx). For those engaged in the practice 
of school psychology (especially in school settings), we also recommend referencing similar guide-
lines from the National Association of School Psychologists (NASP; go to www.nasponline.org/
standards/2010standards.aspx). This chapter highlights the ethical principles and standards from 
these two professional groups that are most relevant to testing children and adolescents. In many 
ways, this chapter forms one segment of the foundation for the remainder of the chapters in this 
book that focus on professional practices. For broader coverage of ethical standards and principles, 
as well as coverage of laws and court decisions relevant to testing children and adolescents, please 
consider the following texts: Jacob, Decker, and Hartshorne (2011) and Sattler (2008, Chapter 3). 
Content from the Standards for Educational and Psychological Testing (American Educational 
Research Association [AERA], APA, & National Council on Measurement in Education [NCME], 
1999) is discussed in Chapter 5.

The American Psychological Association

In its Ethical Principles of Psychologists and Code of Conduct, including the 2010 Amendments, 
the APA (2002, 2010a) addresses five general principles that should serve as aspirations for profes-
sional practice: beneficence and nonmaleficence; fidelity and responsibility; integrity; justice; and 
respect for people’s rights and dignity. Table 3.1 presents descriptions of these general principles. 
The APA’s Ethical Principles of Psychologists and Code of Conduct also includes 10 specific ethical 
standards. Table 3.2 lists each of these standards and highlights some components that are most 
relevant to the practice of testing. In particular, Standard 9 comprises 11 components related to 
assessment. These components address four themes: high-quality assessments; control of informa-
tion; interpretation of assessment results; and competence.
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High-quality assessments are supported by three components of Standard 9. Component 9.01 
states that psychologists should base their conclusions and recommendations offered in oral and 
written reports on evidence from the most appropriate methods of assessment. Opinions about a 
person’s psychosocial functioning should be based on the results of a formal assessment, not on 
hearsay, rumors, or other sources of unverifiable information. In the same vein, Component 9.02 
conveys that psychologists should rely on sound evi-
dence when selecting which assessment techniques 
to use, modify, and interpret. More specifically, they 
should consider reliability and validity evidence 
(see Chapter 5) relevant to their assessment tech-
niques and the clients they serve, and when this evi-
dence is not strong or plentiful, they should articu-
late the limitations of their assessment results. Thus 
psychologists should work diligently in selecting, 

Psychologists should consider 
reliability and validity evidence 
relevant to their assessment 
techniques and the clients they serve, 
and when this evidence is not strong 
or plentiful, they should articulate 
the limitations of their assessment 
results.

TABLE 3.1.  General Ethical Principles from the American Psychological Association’s Ethical 
Principles of Psychologists and Code of Conduct, and Their Descriptions

Beneficence and Nonmaleficence
Psychologists strive to benefit those with whom they work and take care to do no harm. . . .

Fidelity and Responsibility
Psychologists . . . uphold professional standards of conduct, clarify their professional roles and obligations, 
accept appropriate responsibility for their behavior, and seek to manage conflicts of interest that could lead 
to exploitation or harm. . . .

Integrity
Psychologists seek to promote accuracy, honesty, and truthfulness in the science, teaching, and practice of 
psychology. . . .

Justice
Psychologists . . . take precautions to ensure that their potential biases, the boundaries of their 
competence, and the limitations of their expertise do not lead to or condone unjust practices.

Respect for People’s Rights and Dignity
Psychologists respect the dignity and worth of all people, and the rights of individuals to privacy, 
confidentiality, and self-determination. . . . Psychologists are aware of and respect cultural, individual, and 
role differences, including those based on age, gender, gender identity, race, ethnicity, culture, national 
origin, religion, sexual orientation, disability, language, and socioeconomic status and consider these 
factors when working with members of such groups. Psychologists try to eliminate the effect on their work 
of biases based on those factors . . .
	

Note. Copyright © 2010 by the American Psychological Association. Adapted with permission. The official citations that should 
be used in referencing this material are as follows:

American Psychological Association. (2002). Ethical principles of psychologists and code of conduct. American Psychologist, 
57, 1060–1073.

American Psychological Association. (2010a). Amendments to the 2002 ethical principles of psychologists and code of conduct. 
American Psychologist, 65, 493.

No further reproduction or distribution is permitted without written permission from the American Psychological Association.
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TABLE 3.2. E thical Standards from the American Psychological Association’s Ethical 
Principles of Psychologists and Code of Conduct (Including the 2010 Amendments)

Standard 1: Resolving Ethical Issues

Standard 2: Competence

2.01 Boundaries of Competence
(b)	 Where scientific or professional knowledge in the discipline of psychology establishes that an 

understanding of factors associated with age, gender, gender identity, race, ethnicity, culture, national 
origin, religion, sexual orientation, disability, language, or socioeconomic status is essential for effective 
implementation of their services or research, psychologists have or obtain the training, experience, 
consultation, or supervision necessary to ensure the competence of their services, or they make 
appropriate referrals . . .

2.03 Maintaining Competence
Psychologists undertake ongoing efforts to develop and maintain their competence.

2.04 Bases for Scientific and Professional Judgments
Psychologists’ work is based upon established scientific and professional knowledge of the discipline.

Standard 3: Human Relations

3.09 Cooperation with Other Professionals
When indicated and professionally appropriate, psychologists cooperate with other professionals in order 
to serve their clients/patients effectively and appropriately.

3.10 Informed Consent
(a)	 When psychologists conduct research or provide assessment, they obtain the informed consent of the 

individual or individuals using language that is reasonably understandable to that person or persons 
[in most circumstances].

(b)	 For persons who are legally incapable of giving informed consent, psychologists nevertheless (1) 
provide an appropriate explanation, (2) seek the individual’s assent, (3) consider such persons’ 
preferences and best interests, and (4) obtain appropriate permission from a legally authorized person, 
if such substitute consent is permitted or required by law.

Standard 4: Privacy and Confidentiality

4.01 Maintaining Confidentiality
Psychologists have a primary obligation and take reasonable precautions to protect confidential 
information obtained through or stored in any medium . . .

4.02 Discussing the Limits of Confidentiality
(a)	 Psychologists discuss with persons and organizations with whom they establish a scientific or 

professional relationship (1) the relevant limits of confidentiality and (2) the foreseeable uses of the 
information generated through their psychological activities.

Standard 5: Advertising and Other Public Statements

Standard 6: Record Keeping and Fees

6.01 Documentation of Professional and Scientific Work and Maintenance of Records
Psychologists create, and to the extent the records are under their control, maintain, disseminate, store, 
retain, and dispose of records and data relating to their professional and scientific work . . .

 
(continued)
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administering, scoring, or interpreting the results of their assessment instruments, to ensure that 
they facilitate the most accurate assessments and produce the best outcomes for their clients. 
Finally, in Component 9.08, psychologists are implored to avoid old and obsolete tests as a basis for 
current assessments, decisions about interventions, or recommendations. In reference to intelli-
gence testing, tests normed more than 10 years ago should be avoided, if possible (see Chapter 5). 
We also assert that there is about a 2-year window in which psychologists should make the transi-
tion from an older version of a test to a more recently published version of that test, but we recog-
nize that professional judgment must be applied in considering this transition (see Dombrowski, 
2003; Lichtenstein, 2010; Oakland, 2003). Psychologists, however, must clearly stay up to date in 
their assessment knowledge.

Control of information is addressed in three components. Two focus on informed consent and 
confidentiality. Component 9.03 states that psychologists should ensure both (1) that their clients 
are informed about the nature and purpose of the assessment, what other parties (if any) are privy 
to the information yielded by the assessment, and confidentiality and its limits; and (2) that they (or, 
in the case of minors, their parents) consent to the assessment. Psychologists always inform clients 
about the kind of assessment they are about to conduct, and tell them why they are assessing them, 
in a language they can understand. Psychologists also obtain informed consent before conduct-
ing assessments, except when (1) the assessment is required by law or government regulations; (2) 
informed consent is implied as part of a customary educational, institutional, or organizational 
activity; or (3) one purpose of the testing is to evaluate a client’s ability to make decisions indepen-
dently of a guardian.

Component 9.04 targets release of assessment results and conveys that psychologists release 
these results to only their clients, others to whom their clients have released the results, and others 
as required by law or court order. Assessment results include the following: an examinee’s raw and 
standardized scores; the examinee’s actual responses to test questions and stimuli; and the psy-
chologist’s notations and records about the examinee’s statements and behavior during the assess-
ment. In addition, in Component 9.11 psychologists are implored to maintain test security by 
avoiding release of test manuals, test items, test pages, other testing materials, and test protocols, 

TABLE 3.2.  (continued)

Standard 7: Education and Training

Standard 8: Research and Publication

Standard 9: Assessment

Standard 10: Therapy
	

Note. Copyright © 2010 by the American Psychological Association. Adapted with permission. The official citations that should 
be used in referencing this material are as follows:

American Psychological Association. (2002). Ethical principles of psychologists and code of conduct. American Psychologist, 
57, 1060–1073.

American Psychological Association. (2010a). Amendments to the 2002 ethical principles of psychologists and code of conduct. 
American Psychologist, 65, 493.

No further reproduction or distribution is permitted without written permission from the American Psychological Association.
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consistent with law and contractual obligations. Because well-developed assessment instruments 
are the products of years of effort to develop and refine them, it is important for test users to honor 
these efforts. More specifically, users are prohibited not only from duplicating these resources in 
hard copy and digital forms without permission, but also from sharing specific test content—and 

even response strategies—that might inflate test 
scores due to invalidity in assessment (see Chapter 
4). Essentially, revealing such information spoils the 
test’s ability to differentiate those who possess the 
underlying knowledge or skills from those who do 
not; in other words, validity is undermined. Consis-
tent with this theme, in practice administrations 

during training, answers to items should not be provided upon an examinee’s request, and at no 
point should others not in training be allowed to peruse the testing materials or be advised regard-
ing how to improve performance on such tests. It is important to note that completed test protocols 
are “educational records” in school settings. So, despite psychologists’ being held to high standards 
for maintaining privacy and confidentiality of records as well as intellectual property rights, copy-
right interests, and test security standards, parents’ rights to examine their children’s records may 
supersede them. Thus, they may examine test protocols, including specific items, but this review is 
typically conducted with guidance by a competent professional. Parents, however, do not have a 
legal right to review the personal notes of psychologists.

Interpretation of results is addressed in three components. Component 9.06 implores psy-
chologists to consider any attribute of the person being assessed that might undermine the accu-
racy of test interpretations. These attributes include external and internal influences that are not 
relevant to the construct targeted by the assessment, such as the client’s test-taking abilities and 
any situational, personal, linguistic, and cultural differences (see Chapters 4 and 13). Component 
9.09 reminds psychologists that they are responsible for drawing valid conclusions from the assess-
ment instruments that they employ as part of their assessments, regardless of who administers and 
scores these instruments and in cases of electronic administration and scoring. In addition, Com-
ponent 9.10 implores psychologists to convey assessment results clearly to clients.

Finally, competence is addressed not only in Standard 2 in general (see Table 3.2), but also 
in Component 9.07 of Standard 9. In it, psychologists are encouraged to ensure that psychological 
techniques are employed by only qualified individuals or, in the case of training, under the super-
vision of those who are qualified.

The National Association of School Psychologists

In its Principles for Professional Ethics, the NASP (2010a) addresses many of the same themes, 
principles, and specific ethical standards as addressed in the APA’s (2002, 2010a) Ethical Princi-
ples of Psychologists and Code of Conduct, but it uses slightly different terms to describe them. In 
this section of the chapter, the NASP’s broad ethical themes I, III, and IV are discussed first, and 
then emphasis is placed on the broad ethical theme II because of its focus on assessment. Again, 
full access to the NASP’s Principles for Professional Ethics (2010a) is available at www.nasponline.
org/standards/2010standards.aspx.

Psychologists are implored to 
maintain test security by avoiding 
release of test manuals, test items, 
test pages, other testing materials, 
and test protocols.
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General Principles

Theme I addresses three principles related to respecting the dignity and rights of all individuals to 
whom school psychologists provide services. These principles are most similar to the five general 
ones offered by the APA (see Table 3.1). They implore school psychologists to honor the rights of 
others to participate and to decline participation in the services they provide. For example, school 
psychologists should ensure that parents provide informed consent (typically, written consent) for 
the provision of extensive or ongoing psychological or special education services (including assess-
ment) for their children before these services begin. Although administration of all intelligence 
tests (and other psychological tests) requires consent, because the tests could be seen as intrusions 
on privacy beyond what might be expected in the course of ordinary school activities, other assess-
ment practices (such as review of records, classroom observations, academic screening, and prog-
ress monitoring) do not typically require parental consent, if those conducting them are employees 
of the district in which they practice. School psychologists should also consider seeking and obtain-
ing children’s assent (i.e., their affirmative agreement) to participate in assessment or intervention 
activities; such assent is not required legally or ethi-
cally, but it is best practice (Jacob et al., 2010). Fur-
thermore, these principles guarantee the rights to 
privacy and confidentiality to those who participate 
in school psychology services, while promoting 
information about the limits of confidentiality. 
Finally, school psychologists should promote fair-
ness and justice for all.

Theme III addresses honesty and integrity in interactions with parents, children, and other 
professionals. Its principles urge school psychologists to accurately present their competencies and 
to clearly convey the nature and scope of their services. School psychologists should collaborate 
and engage in respectful interactions with other professionals to promote the well-being of stu-
dents and families with whom they work. In addition, they should strive to avoid relationships in 
which they may lose objectivity and diminish their effectiveness because of prior and ongoing per-
sonal relationships or their service in multiple professional roles (as evidenced through financial or 
other conflicts of interest).

Theme IV addresses responsibilities to society as a whole and to more specific institutions 
within it. Its five principles encourage school psychologists to apply their knowledge and skills to 
promote healthy environments for children. School psychologists should be aware of federal, state, 
and local laws governing educational and psychological practices. They should contribute to the 
instruction, mentoring, and supervision of those joining the field or desiring to expand their skills, 
as well as to conducting and disseminating research. Finally, they should be self-aware of ethical 
conflicts they may experience and act accordingly, and should also provide peer monitoring to 
promote public trust in school psychology services.

Competence in Assessment

Theme II, of all the general ethical themes highlighted by the NASP, most directly addresses 
competence and responsibilities in assessment practices. Its first principle addresses competence. 
School psychologists are implored to reflect on their training experiences and to engage in only 

School psychologists should 
collaborate and engage in respective 
interactions with other professionals 
to promote the well-being of students 
and families with whom they work.
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those practices stemming from these experiences. They are also encouraged to participate in exer-
cises to enhance their understanding and skills in working with students and families from diverse 
backgrounds, as well as to engage in professional development activities (such as attending profes-
sional conferences and self-study) to remain current in their knowledge and practices. In the same 
vein, the second principle encourages conscientious professional behavior and acceptance of the 
responsibilities that come with being a school psychologist. Specific reference is made to ensuring 
the accuracy of written reports, clearly communicating assessment results and other information, 
and monitoring the effects of recommendations and interventions. (See Chapter 8 for more infor-
mation about preparing psychological reports and presenting information to parents and other 
caregivers.)

The third principle directly addresses assessment and intervention practices, and we high-
light specific recommendations addressing assessment practices. One series of recommendations 
addresses measurement integrity and the fidelity of interpretations. For instance, school psycholo-
gists should rely on scientific evidence to select the optimal assessment instruments. In particular, 

they should select those with the strongest body of 
reliability and validity evidence supporting their 
use for the intended purposes (see Chapter 5). They 
should not violate the rules for uniform administra-
tion of standardized assessment instruments (see 

Chapter 4); if they do so, by error or by design through the use of test accommodations, they should 
report this in their oral and written descriptions of assessment results (see Chapter 8). Further-
more, they should use the most recently published and up-to-date normative data available (see 
Chapter 5) and exercise sound professional judgment in evaluating the results of computer-
generated summaries of results and interpretive narratives.

Theme II includes recommendations addressing general ideals of assessment practices. These 
ideals include broad and comprehensive assessments: (1) those that stem from multiple sources of 
information, including informants (e.g., teachers, parents, and students) and assessment instru-
ments; and (2) those that represent all areas of suspected disability, such as health, vision, hearing, 
social–emotional functioning, motor abilities, and communicative status. When these assessments 
are complete, results should be presented in a clear and meaningful way (see Chapter 8). In addi-
tion, several recommendations for assessing children from culturally and linguistically diverse 
backgrounds are provided. For example, school psychologists are implored to conduct assessments 
that are fair for all those assessed. Thus, the process of selecting assessment instruments should 

include consideration of the potential examinee’s 
disabilities and other limitations, as well as the 
examinee’s cultural, linguistic, and experiential 
background (see Chapters 5 and 13). In addition, 
administration of assessment instruments and inter-
pretation of their results should also take into 
account these characteristics of the examinee, to 
ensure that the results accurately represent the tar-
geted constructs being measured. For example, 

school psychologists should promote quality control in the training and use of interpreters during 
testing practices (see Chapter 13).

School psychologists should rely 
on scientific evidence to select the 
optimal assessment instruments.

The process of selecting assessment 
instruments should include 
consideration of the potential 
examinee’s disabilities and other 
limitations, as well as the examinee’s 
cultural, linguistic, and experiential 
background.
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The next principle under Theme II addresses record keeping. In particular, school psycholo-
gists are implored to include only documented and relevant information from reliable sources in 
their records, which include psychological reports (see Chapter 8). Consideration of this standard 
should ensure that school psychologists report only information that is directly relevant to the 
referral concerns or eligibility decisions. For example, they should reflect on whether personal 
information about a child’s immediate and extended family (e.g., histories of substance use or men-
tal health problems) is relevant. In addition, they should ensure that they report the source of such 
information to support its truth value. The final principle under Theme II addresses intellectual 
property and copyright law, as well as record keeping, test security, and parents’ and guardians’ 
access to testing material (as previously discussed). It is particularly important to make sure that 
access to assessment results on computers and computer networks is restricted to authorized pro-
fessionals. If this is not possible, then it is best to avoid the use of networked computers altogether 
and use the best personal computer security available. Psychologists should also assume that email 
is permanent and potentially public.

Summary

Assessments should be grounded in the ethics of psychology. We find that with each additional 
reading of the APA’s (2002, 2010a) Ethical Principles of Psychologists and Code of Conduct and the 
NASP’s (2010a) Principles for Professional Ethics, we are inspired to do more than is commonplace 
and to be stronger advocates for children, families, and schools. We are also reminded of general 
and specific standards that we meet only partially or inconsistently.

On the one hand, we should aspire to ideals such as beneficence, justice, and integrity; strive 
for excellence in all aspects of our practices; and engage in lifelong learning to achieve and main-
tain expertise in professional ethics. On the other hand, we should be practical in applying day-to-
day ethical practices involving assessment. We should remember that parents and children have 
the right to know the services we provide and the right to privacy; that assessment results are 
privileged and sensitive information; that our test content should remain secure to ensure its valid-
ity in assessment; and that we should strive to use the best assessment instruments and promote 
optimal testing environments to produce the most meaningful test results. We hope that the fol-
lowing chapters provide the information that will allow you, our readers, to reach these goals most 
effectively.
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Chapter 4

The Assessment Process  
with Children and Adolescents

with Ryan L. Farmer

It is important to have a strong knowledge of the reasons for assessment, the typical steps in the 
assessment process, and the potential influences on test performance that can be controlled during 
standardized testing or acknowledged when interpreting test results. This chapter addresses these 
issues and provides practical tools that will promote the most accurate assessment of cognitive 
abilities through standardized testing.

The Comprehensive Assessment Process— 
and How Intelligence Tests Fit In

Assessment is a broad term that refers to the process of collecting data to make informed decisions. 
Psychological and educational assessments are typically conducted for one of five reasons (and 
sometimes for multiple reasons). First, they are conducted for screening purposes—to rapidly 
identify those with specified characteristics, so that more in-depth assessment may be conducted. 
Screening children for hearing or vision deficiencies, for reading problems (via oral reading fluency 

probes), and for internalizing problems such as 
depressive disorders (via self-report rating scales) 
is relatively common. Intelligence tests (including 
brief or abbreviated intelligence tests; see Chapter 
7) are often used to screen for intellectual disabil-

Assessment is a broad term that refers 
to the process of collecting data to 
make informed decisions.

Ryan L. Farmer, MA, is a doctoral candidate at the University of Memphis. His research interests include intelligence 
assessment, threat assessment, and psychometric considerations in test selection.
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ity (ID) and intellectual giftedness. Second, assessments may be conducted for diagnosis or eligi-
bility determination. Assessment data may be used to determine whether a child or adolescent 
meets one of the criteria for a mental disorder as outlined in the Diagnostic and Statistical Manual 
of Mental Disorders (American Psychiatric Association, 2000, 2013), or such assessment may be 
prescribed by legislation (currently the Individuals with Disabilities Education Improvement Act 
of 2004 [IDEA, 2004]) to determine eligibility for special education services. Third, assessment 
may be conducted for problem solving—to identify problems, validate them, and develop interven-
tions to address a concern. Fourth, assessments may be completed for evaluation purposes. For 
example, repeated assessments may be completed to determine the effectiveness of interventions 
(via progress monitoring) through the administration of fluency-based academic tasks. Finally, 
assessments may be completed as indirect interventions—because of their direct effects on the 
person being assessed—so that the process of completing the assessment leads to changes in the 
person and his or her behavior.

It is important to understand that testing is a more specific term than assessment, and that 
testing is typically only one component of an assessment. Testing refers to the process of collect-
ing data via standardized procedures for obtaining samples of behavior, to draw conclusions about 
the constructs underlying these behaviors. A construct is an “attribute of people, assumed to be 
reflected in test performance” (Cronbach & Meehl, 1955, p. 283). In the case of intelligence tests, 
these constructs are cognitive abilities. When considering testing, most psychologists think of indi-
vidualized standardized testing (i.e., tests administered by an examiner on a one-to-one basis with 
the examinee for screening, diagnostic, or eligibility purposes), and this book focuses on such tests. 
In contrast, most educators think about group-administered tests—those administered to a class 
or to all students in a school (as in end-of-the-year, high-stakes tests) for evaluation purposes.

Just as tests are only one component of the assessment process, there are many other com-
ponents: reviews of records (e.g., report cards, prior reports and test scores, and incident reports); 
reviews of permanent products (e.g., completed class assignments); interviews conducted with par-
ents, teachers, and other caregivers; systematic direct observations in classroom, home, or clinic 
settings; behavior rating scales completed by parents, teachers, and other caregivers; and inter-
views with and self-report rating scales completed by children and adolescents. Given the high 
degree of comorbidity (i.e., overlap) of academic and behavior problems displayed by children and 
adolescents, comprehensive assessments are often necessary to ensure that all relevant problems 
are evaluated (Frick, Barry, & Kamphaus, 2009). Best practice in assessment is to complete a 
multimethod, multisource, and multisetting assessment of children and adolescents’ learning, as 
well as their behavioral and emotional functioning (American Educational Research Association 
[AERA], American Psychological Association [APA], & National Council on Measurement in Edu-
cation [NCME], 1999; Whitcomb & Merrell, 2012), and such assessments are largely mandated 
for determining eligibility for special education. Thus the best assessments draw data from many 
different assessment techniques, from the child or adolescent being assessed as well as multiple 
knowledgeable persons who observe the child or adolescent, and from behaviors displayed across 
more than one setting (e.g., the testing session alone).

Intelligence tests are only one component—and sometimes an unessential component—of 
comprehensive assessments. Because intelligence tests produce measures of one of the most 
explanatory variables in all of the social sciences, psychometric g, we believe that they should be 
considered in seeking answers to children’s academic problems. We do not claim, however, (1) that 
they should always be included in a comprehensive assessment or (2) that hours and hours of intel-
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ligence testing and days of poring over its results are necessary in most cases. In fact, we recom-
mend the following texts, which target other assessment instruments and methods that may be 

more useful in identifying the central problems 
underlying academic problems and developing 
effective interventions: Kamphaus and Campbell 
(2006); Chafouleas, Riley-Tillman, and Sugai (2007); 
Frick et al. (2009); Mash and Barkley (2007); Whit-
comb and Merrell (2012); Sattler and Hoge (2006); 
and Steege and Watson (2009).

Preliminary Assessment

Gathering Background Information

A thorough history of the child or adolescent being assessed should be obtained prior to adminis-
tering intelligence tests. Background information is often needed to determine age of onset of the 
presenting problem (i.e., during which developmental period the problem surfaced); the course 
or prognosis of the problem (i.e., whether the presenting problem is becoming worse over time); 
etiology (e.g., whether the problem runs in the family), and the results of previous assessments or 
interventions. In particular, the following types of information should be obtained: referral infor-
mation; demographic information (including age, grade, and race/ethnicity); family structure and 
history; the child or adolescent’s medical history (including prenatal and perinatal history, genetic 
conditions, ear infections, head injuries, and surgeries and hospitalizations); developmental his-
tory (including speech–language milestones and motor milestones); social history (including major 
life stressors and traumatic events); and educational history (including grades, prior test scores, 
academic problems, behavior problems, and prior interventions). Although this information could 
be obtained by using a response form (a.k.a. paper-and-pencil format—e.g., the Behavior Assess-
ment System for Children, Second Edition [BASC-2] Structured Developmental History Form; 
Reynolds & Kamphaus, 2004), this information should be obtained in an interview if possible. 
Interviews provide the opportunity to follow up on issues raised by informants, and they also facili-
tate rapport building. (The working relationship between an assessment professional and a client 
during assessment is often called rapport in the professional training literature.) Your rapport with 
informants will promote their engagement in the assessment process and facilitate your clear com-
munication of results after the assessment is complete.

Screening

In addition, a thorough screening for possible impediments to testing should be conducted. 
Throughout this chapter, we consistently address methods to identify and prevent or minimize 
construct-irrelevant influences on test scores (AERA et al., 1999). These confounds as they apply 
to validity evidence are described in more detail in Chapter 5, but in this chapter we address them 
as relevant to individual testing cases. According to Bracken (2000),

An assumption made about the psychoeducational assessment process is that examiners have 
made every effort to eliminate all identifiable construct-irrelevant influences on the child or ado-
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lescent’s performance and the resultant test scores. That is, the goal in assessment is to limit 
assessment to only construct-relevant attributes (e.g., intelligence), while limiting the influence 
of construct-irrelevant sources of variation (e.g., fatigue, lack of cooperation, emotional lability). 
Before important decisions can be made with confidence about a child or adolescent’s future 
educational plans, possible treatments, or medications, examiners must be comfortable with the 
validity of assessment results. Only when all construct-irrelevant sources of variation have been 
eliminated or optimally controlled can examiners attest to the validity of the assessment results. 
(p. 33)

Basic methods can be used to screen for problems with sensory acuity, speech and language, 
motor control, and behavior as potential confounds. Based on our review of the literature and 
consultation with professionals in such fields as optometry, audiology, speech–language pathology, 
and physical therapy, we have identified items that parents, teachers, or both should complete as 
part of the initial stage of assessment (American Speech–Language–Hearing Association, n.d.; 
Centers for Disease Control and Prevention, n.d.; Gordon-Brannan, 1994; Colour Blind Aware-
ness, n.d.; Teller, McDonald, Preston, Sebris, & Dobson, 2008; Mathers, Keyes, & Wright, 2010; 
Suttle, 2001). For this book, we have created several assessment tools that are collectively called 
the Screening Tool for Assessment (STA).

Form 4.1 is the STA Parent and Caregiver Screening Form, and Form 4.2 is the STA Teacher 
Screening Form.* These forms include items addressing visual acuity problems (items 1–6), color 
blindness (items 7–10), auditory acuity problems (items 11–16), speech and articulation problems 
(items 17–22), fine motor problems (items 23–29), and noncompliance (items 30–32). If the patterns 
of item-level responses indicate serious concerns (e.g., if more than half of the items are marked 
“Yes”), you should delay testing and inquire about the extent of these apparent problems, discuss 
whether prior screenings have indicated problems, or consider whether more thorough screening 
should be conducted. If problems in these areas cannot be corrected before an assessment (e.g., 
vision problems corrected with glasses), you should (1) select tests so that they are not influenced 
by them or (2) develop test accommodations to implement during testing. Overall, it is important 
to consider these influences and eliminate them, because they are potential confounds that will 
undermine the accuracy and meaningfulness of your test results.

The Testing Process

In this section, we address how to prepare yourself and the testing environment for testing, how 
to establish rules and expectations for the testing session, how to build rapport and interact with 
children and adolescents during test administration, how to observe test session behaviors, and 
how to judge the “validity” of the test results.

Preparing for Testing

As you prepare for the testing session, you should be physically and mentally ready to test; appro-
priately arrange the testing materials and adjust the testing environment to maximize efficiency 

* All forms appear at the ends of the respective chapters.
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and eliminate potential confounds; and have a thorough grasp of the test’s administration proce-
dures (e.g., rules for subtest stopping points and querying).

Dress, Accessories, and Equipment

Because most testing sessions last approximately 2 hours, you should dress comfortably yet pro-
fessionally. Although most sessions will be completed at a table with you sitting in a chair, you 
may need to sit on and crawl about on the floor when you are testing young children. Dressing in 
comfortable slacks and loose-fitting clothes is important (see Bracken, 2000, for more information 
about testing young children). In addition, you should be mindful of how your accessories may 
interfere with testing. For example, decorative rings and bracelets should be avoided, and discre-
tion should be used in selecting ties, necklaces, and earrings. These personal items should not 
become distractions during testing.

In the same vein, we discourage use of cell phones during testing. Although we know psy-
chologists who use their cell phones for timing during testing, the risk is too great for cell phones 
(especially smart phones) to cause distractions by vibrating, ringing, beeping, or otherwise provid-
ing audible notifications. In addition, it is common for children to use their parents’ cell phones 
for games and other activities, so they may see your phone as a game console rather than a part of 
the testing equipment. We also occasionally have seen psychologists using digital wrist watches 
for timing. Unless such a watch is removed from the wrist, using it will be cumbersome; further-
more, wrist watches are often somewhat difficult to manipulate because of their small buttons. We 
recommend using “old-school” athletic digital stopwatches or digital kitchen timers. These devices 
should fit in the palm of the hand, should count up (and not only down, as some timers do), and 
should have beepers removed so that they operate silently.

It is becoming increasingly common for both intelligence and achievement tests to require 
tape players or CD players for administration. One example is the Woodcock–Johnson III (WJ 
III) battery (Woodcock, McGrew, & Mather, 2001). In general, you should (1) select the highest-
quality equipment (e.g., a tape player with good speakers and a counter), and (2) test this equip-
ment before initiating testing. Headphones (a.k.a. ear buds) are also a necessity, especially with 
tapes that require items to be queued up. Using CDs and CD players is far easier than using 
audiotapes and tape players, because you can move across items without using headphones or a 
counter.

Finally, you should have other materials at your disposal. Of course, numerous pencils are 
needed, and you will need to consider variations in the types of pencils required across tests. 
For example, erasers are prohibited during administration of some tests; they should be removed 
before testing. In addition, #2 lead pencils are typically called for, but sometimes red pencils are 
required. You should also maintain a collection of tangible incentives. For example, small stickers 
may be useful to reinforce attentive and compliant behaviors during testing. For young children, 
small food items (e.g., M&Ms and raisins) may also be helpful for the same purpose. Issues pertain-
ing to the use of such incentives are addressed later in this chapter.

Selecting and Arranging the Testing Environment

You should select a testing environment that has minimal distractions and is otherwise ideal for 
testing (Bracken, 2000). The room should be well lighted, be kept at a comfortable temperature, 
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and have adequate ventilation. It should contain furniture that is appropriately sized for the child 
or adolescent being tested. Chairs should be short enough so that a child’s feet can touch the floor, 
and if they cannot, consider placing a box or large books under the child’s feet (Kamphaus, 2001). 
Tabletops should have smooth surfaces, and children should be able to reach them without strain-
ing.

You should also consider where you and the child or adolescent being tested should sit. 
Although the pattern of seating (e.g., sitting across from examinees or beside them) is dictated 
by the test’s standardized procedures, you should strive to seat yourself at the long end of a rect-
angular table (if possible), in order to arrange your materials more easily and to allow for more 
writing space. Circular tables are not ideal for testing when (1) they are so wide that you cannot 
comfortably reach across the table, or (2) it is difficult to space testing material appropriately from 
the edge and to judge the correctness of some responses when there is no straight edge. Also, seat 
the child or adolescent so that he or she is not facing distractions (e.g., a window with a view of the 
playground), and consider arranging the seating so that you are between the child or adolescent 
and the testing room door.

You should consider the time of day for testing. In elementary school settings, it may be that 
testing in the morning is ideal; in high school settings, the opposite may be true for adolescents, 
who may be groggy in the morning. In clinic settings, weigh the costs and benefits of testing at the 
end of the school day or in the early evening versus having the child or adolescent miss school to 
complete testing.

Finally, you should reserve enough time to complete each test in its entirety for two reasons. 
First, most tests were normed that way (see Chapter 5). Second, completing a test in one session 
prevents you from having to use different norms to score subtests if the delay is extremely lengthy. 
(In general, if the delay between sessions is no more than 2 weeks, use the child or adolescent’s 
age at the time of the first session unless other recommendations appear in the test’s scoring guide-
lines.)

Knowing the Test and Preparing Testing Materials

We cannot stress enough the importance of your being prepared for testing. It is vital not only to 
prepare yourself for testing, bring the right support materials, and select and arrange the testing 
environment, but also to know the administration and scoring procedures well and to prepare the 
testing materials for an efficient administration. Sattler (2008) has conveyed the importance of 
preparation for testing—especially for psychologists in training:

Your goal is to know your tasks well enough that the test administration flows nicely, leaving you 
time to observe and record the child or adolescent’s behavior. To do this you will need to have 
learned how to apply the administration and scoring rules, how to find test materials quickly, 
and how to introduce and remove the test materials without breaking the interaction and flow 
between you and the child or adolescent. Do not study a test manual as you give the test, because 
doing so will prolong the testing, may increase the child or adolescent’s anxiety, and may lead to 
mistakes in administration. However, in most cases you must refer to the directions and scoring 
guidelines in the test manual as you administer the test. Most individually administered tests do 
not require you to memorize test directions. Use highlighters, adhesive flags, index tabs, and other 
aids to facilitate swift and efficient use of the test manual. (p. 201)
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When you are first learning to administer a test, it can be daunting to remember all the rules 
of standardized administration while maintaining rapport, administering and scoring items, and 
observing test behavior. To help you reach these goals, you should mark up your test records in 
advance of testing. Start points can be circled; varied rules for discontinuing can be highlighted; 
and unique queries, pronunciations of items, and reminders to prevent common errors can be writ-
ten on sticky notes or in blank spaces on test records. These markings will lessen the amount of 
information you need to juggle in your mind during testing.

In addition to knowing the intricacies of the tests, it is also useful to prepare your test materi-
als (opening manuals to the first page, setting up easels, setting out pencils, organizing manipula-
tives for presentation, cueing up tapes for auditory administration, etc.) before initiating the testing 
session. Of course, if you are pressed for time, these activities can be completed while building 
rapport; however, this dual tasking is not ideal, because it does not allow you to exert optimal 
attending skills during the early stage of rapport building.

What should you do if parents request that they be able to observe your testing session by 
sitting in the testing room with you? It is not a good idea to allow parents to do so if the child or 
adolescent is age 4 or older (see Bracken, 2000). We have found that most parents understand and 
respond appropriately when it is explained that the tests were not developed to be completed with 
a parent in the room, and that their being in the room may be disruptive to the child or adolescent 
and lead to lower scores. Kamphaus (2001) has suggested that parents should also be told that they 
should consider how stressful it may be (for them!) to observe the assessment: “Parents want their 
child to do well, and when they do not, it can be extremely punishing to a parent, especially when 
they know that their child is taking an intelligence test” (p. 98). If a parent insists on being in the 
room, or if the child will not separate from the parent despite coaxing, the parent can sit in the test-
ing room outside the child’s line of vision (i.e., behind the child). The parent should be instructed 
(1) to stay silent during testing and (2) not to reveal the content of test items after the session is 
complete (in order to maintain test security).

Beginning Testing

First Contact and Initial Rapport Building

Because most intelligence tests require one-on-one administration, you will need to retrieve the 
child or adolescent from a classroom or other school setting (for a school-based assessment) or from 
a waiting room (for a clinic-based assessment) to initiate testing. It is important to begin developing 
rapport from the initial contact and to maintain rapport throughout the testing sessions. This rap-
port is likely to be relatively short-term—across fewer than four sessions and perhaps an additional 
meeting to describe the results. Your goal in fostering rapport is to obtain information about the 
child or adolescent, versus to facilitate verbal discussion, reflection, and initiation of therapeutic 
techniques and strategies for addressing psychological problems (as in counseling and psycho-
therapy). Thus, the goal of rapport building and rapport maintenance during testing is to ensure 
enough of a bond with the child or adolescent so that he or she (1) does not feel negative emotions 
(e.g., fear or worry) that might undermine the assessment, and (2) is motivated to respond to test 
items and questions in a manner that represents the targeted areas well. In doing so, you want to 
consider the child or adolescent’s age and find the appropriate balance between being approach-
able (fun, interesting, and humorous) and being more formal and businesslike (Bracken, 2000).
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Before you meet the child or adolescent for the first time, consider information you may 
already possess that may aid you in generating topics of conversation. For example, you may have 
already gathered information from parents (via their completion of initial interviews or develop-
mental history forms) and from direct observations of the child or adolescent. In addition, you 
may have scanned materials posted outside the classroom and learned something about the child 
or adolescent. From these sources, you may have learned about topics or people on which recent 
classroom projects have focused. In addition, for school-based assessments, it is wise to consult 
briefly with the child or adolescent’s teacher to ensure that you are retrieving the child or adoles-
cent during a segment of the day that does not cause major disruption of important activities in 
the classroom or during activities that the child or adolescent finds most enjoyable, such as those 
during support classes. If the timing is not right, you can return to your testing room, engage in 
other activities (such as scoring protocols or emailing colleagues), and then return later to retrieve 
the child or adolescent.

When you first meet the child or adolescent, smile, greet the child or adolescent in a friendly 
manner, and use his or her name. We suggest offering your hand to shake, and, with young chil-
dren, squatting to be roughly at their eye level when you first meet them. Also, keep the greeting 
brief; you will have more time to chat and explain your goals soon afterward. You might say, “Hi, 
Erica. My name is Ms. Barker. I am here to work with you today and talk about school. Please walk 
with me to my room.” We admit to falling prey to a strategy that, on occasion, backfires. Consistent 
with guidelines for securing a child or adolescent’s assent during research projects, we often ask, 
“Would you like to come with me?” at the end of our greetings. The occasional problem is that chil-
dren or adolescents may respond negatively, saying that they would rather not do so. When such a 
response occurs, it lengthens the greeting process, but it may also allow the child or adolescent to 
express reasons for hesitations that you can address.

As you begin to converse with the child or adolescent while you walk toward the testing room, 
continue your rapport building by asking open-ended questions about “easy” topics (hobbies, how 
the day is going, any fun activities the child or adolescent has completed recently, etc.). We find dis-
cussion of favorite colors or favorite letters (for young children), pets, and sports to be particularly 
easy for many children. As you facilitate conversation, strive to be engaging and enthusiastic about 
the child or adolescent’s responses and experiences. Use extenders (e.g., “Oh” and “Umm”) and 
brief positive feedback (e.g., “That’s cool” and “I like that, too”) in response to the child or adoles-
cent’s statements, so that you do not monopolize the conversation. Most children and adolescents 
appreciate this focused attention from an adult.

Addressing the Purpose of Assessment and Confidentiality

Once the child or adolescent is in the testing room, and you have silenced your cell phone and 
placed a “Do Not Disturb” sign on the door, you can provide more details about your goals for the 
testing session. Although excellent scripts are offered in Sattler (2008) and Kamphaus (2001), use a 
script like this one that is appropriately modified to address important issues related to the assess-
ment. You might begin this way:

“I met your mother/father and your teacher, and now I want to get to know you. They tell me 
that you have been having a hard time at school. I want to know more about what you have 
already learned at school and how you go about learning new things, and I want to talk about 



40	A SSESSING INTELLIGENCE IN CHILDREN AND ADOLESCENTS	

what we can do to make school better for you. Our work today should last about 2 hours. Is 
this a good plan to you?”

Most children and adolescents will nod their heads. Then you might ask the child or adolescent to 
repeat to you what you have said. Say, “So tell me what we’re going to do today,” and accept any 
reasonable summary.

Consistent with the legal and ethical guidelines discussed in Chapter 3, it is important to 
explain confidentiality and its limits. Although we do not believe that these issues are commonly 
addressed with children or adolescents before testing sessions, it is best practice to do so. You 
might say,

“We need to follow certain rules when we work together today. I want you to feel that you can 
talk to me, so I’ll keep what you tell me between you and me [or private]. That means that I 
won’t go telling your friends, anyone outside of school, or anyone else besides your parents 
and teacher[s] about our work together. What I share with your parents and teacher[s] will be 
things to make school better for you. How does that sound?”

Then you can explain the limits of confidentiality and its limits:

“Again, I will keep our work together private unless several things happen: (1) You tell me that 
someone (like an adult) has hurt you or someone you know; (2) you tell me that you are going 
to hurt someone; (3) you tell me that you are going to hurt yourself; or (4) if a police officer or 
court judge requires me to share the information. When these things happen, you and I would 
need to talk more about them and share them with your parents, teacher[s], and other adults 
who care about you. What do you think about this part?”

You can close the introduction to the testing session by summarizing, adding other rules, 
encouraging communication with you, and perhaps inserting humor as a bridge to introducing the 
test. You might say,

“Other than these things, what we talk about stays between you and me, because I want to help 
make school better for you. It is very important that you try your best and that you are honest 
with me because we need to figure things out together.”

You may want to add other rules, depending on the child or adolescent’s age. For example, for 
young children you may add rules about staying in the room and asking your permission before 
touching objects in the room. For others, you may also encourage them to communicate their 
discomfort at any point during the testing session. Finally, you can consider lightening the mood 
by telling a joke or by saying something obviously incorrect. For example, some of our favorite 
strategies in this vein are calling a child by the wrong name (e.g., “OK, are you ready to move on, 
Esmeralda-ina?” and “So I’ve forgotten. Your name is Eli . . . Manning, right?”) and indicating that 
the child is much older than his or her actual age (e.g., “I have it written here that you are 10 years 
old. Is that right?” and “So is it correct that you are in the ninth grade?”). Almost all children will 
correct your errors. If these questions are asked with a wry smile, we have found that children tend 
to find them a bit silly; when you say, “Oh, that’s right!” and shake your head, throw up your arms, 
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and look exasperated by your error, this technique aids in rapport building. You should develop 
your own strategies like these to lighten the mood.

Introduction to Testing and Screening for Confounds

Before you begin testing, it is important to describe your expectations for testing and to screen for 
potential sensory deficits and other personal influences on test performance, in order to rule out 
potential construct-irrelevant influences on performance on the day of the testing.

Most intelligence tests have incorporated 
introductions to testing in their standardized proce-
dures, but we encourage you to review them care-
fully and enhance them with some additional con-
tent to promote clear expectations. Essentially, you 
want to ensure that the children and adolescents 
understand at least four different components of the 
testing: (1) that they will complete various tasks; (2) 
that some of these tasks’ items will be easy and others difficult; (3) that they should exert effort and 
persistence to do their best; and (4) that is it acceptable to report that they do not know answers. 
We tend to read introductory directions for most intelligence tests and supplement these with “It’s 
OK to ask questions, guess, or say, ‘I don’t know.’ ”

Ice Breakers and Screening

From our experience and review of the literature, we understand that it has historically been very 
common for psychologists to administer simple tasks as “ice breakers” before beginning testing. 
Drawing tasks, such as the Bender–Gestalt (Bender, 1938) and the House–Tree–Person (Buck 
& Warren, 1992), were often administered prior to intelligence tests in years gone by. One goal 
of their administration appears to have been engaging a child or adolescent in some low-stress, 
paper-and-pencil task before beginning to administer the intelligence test items, which are often 
orally administered. These tasks provided another buffer between entering the testing room and 
beginning testing. In some cases, these tasks also allowed examiners to screen directly for poten-
tial problems that may undermine the validity of the test scores. However, in our review of the 
literature, we found no ice-breaking activity that accomplished all of these goals—especially effec-
tively screening for the variety of problems that may undermine accurate testing. To accomplish 
these goals, we developed the STA Direct Screening Form to accomplish this goal (see Forms 4.3 
and 4.4).

The STA Direct Screening Form begins with general questions targeting emotional states and 
preparedness for testing. The first section covers global impressions of health and mental state, 
the prior night’s sleep, feelings of confidence, and motivation. The next section includes sections 
devoted to screening for sensory deficits and fine motor control problems. These questions are not 
intended to be administered in a rigid fashion; instead, they should guide your brief screening 
interview. Be sure to follow up responses with appropriate extenders, paraphrasing, more specific 
questions (“What do you mean?”), and “soft” commands (e.g., “Tell me more about it”). There is 
no reason to complete additional screening if all evidence converges on the absence of sensory 
deficits and fine motor control problems, but direct assessment of these issues may be useful. The 
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remainder of the STA Direct Screening Form contains assessment items targeting sensory deficits, 
fine motor control problems, as well as articulation problems and intelligibility.

First, the STA Direct Screening Form includes items targeting visual acuity. Children and 
adolescents are asked to name letters printed on a page to screen for potential vision problems 
that may interfere with the test administration (see Form 4.3 for instructions and Form 4.4 for 
items). The letters printed on the top line should be large and distinct enough for every examinee 
to see, and corrective feedback can be used to train young or low-functioning examinees. It is 
essentially a practice trial. After the completion of this trial, you should ask examinees to read the 
rows below it. Because no intelligence test uses type smaller than the second row of letters (from 
the top) in Form 4.4 (i.e., 12-point type), vision screening is passed if the examinee accurately 
reads seven of the nine items in any row below the top row. Do not administer the vision screen-
ing items to those (especially young children) who have not yet mastered the names of all letters 
of the alphabet.

Second, direct assessment items target color blindness. Examinees are asked to identify the 
colors of six squares (see Form 4.3 for instructions and Form 4.4 for items). They should be able to 
identify all six colors, and errors in identifying the red and green squares will be especially diag-
nostic for color blindness in those old enough and high-functioning enough to know color names. 
Do not administer the color blindness items to those who have not yet mastered the names of the 
basic colors. Third, direct assessment items target fine motor skills (see Form 4.3 for instructions 
and Form 4.4 for items). Examinees are asked to trace a horizontal line, a star, and a circle, and to 
write a simple sentence. Do not administer the item requiring writing to those (especially young 
children) who have not yet mastered letter printing. Consider deviations from the lines and mal-
formed letters, as well as unsteady pencil grips, hand tremors and jerky movements, impulsive 
and messy responding, and signs of frustration when an examinee is completing these items, as 
these may be associated with fine motor control problems. Responses are judged qualitatively; the 
screening is passed if the examinee responds with reasonable accuracy in tracing or the writing is 
legible to a stranger who would not know what the sentence in the last item should say.

The remaining direct assessment items from the STA Direct Screening Form do not require 
visual stimuli (as those included in Form 4.4 do). The next items target auditory acuity (see Form 
4.3). These screening items require the examinee to play a listening game, where you give brief 
commands and the examinee points to parts of his or her face and body (Howard, 1992). During 
Part A, administer all the items in a slightly louder voice than typical to establish a baseline under-
standing of the commands, but during Part B, ask the examinee to close his or her eyes while you 
readminister the items in a whisper. During Part B, observe behavioral signs of hearing problems, 
such as turning the head to favor one ear and delayed or vague responding (e.g., hovering of the 
hand near their head). The screening is passed if the examinee responds accurately to at least five 
of the seven items in Part B.

Finally, direct assessment items target articulation and intelligibility (see Form 4.3). The child 
or adolescent is asked to close his or her eyes and to repeat words you have stated at a normal 
volume. These items were developed for the STA on the basis of Shriberg’s (1993) findings regard-
ing the development of more challenging phonemes in children. Phonemes included in each word 
represent the so-called “Late 8” sounds (i.e., the last eight sounds that children are expected to 
acquire in speech). Phonemes are represented in three positions (initial, medial, and final) across 
the words (when possible), because these phonemes present different levels of difficulty at each 
position. For our purposes, we have used the International Phonetic Alphabet when sounds match 
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the English alphabet letters (e.g., /l/). However, when appropriate phonetic symbols would not be 
commonly recognized (e.g. S representing the sh sound), a representation of that phoneme appears 
in quotation marks. When you are considering patterns of responses, keep in mind that 75% of 
children should acquire the phonemes /l/, /z/, /s/, sh, and zh by age 5. The phonemes th (voiced, 
as in the word although, and voiceless, as in the word think) and /r/ should be acquired by age 6 
(Shriberg, 1993). On the form, circle incorrect phonemes; the screening is passed if the examinee 
provides at least 20 of the 23 correct phonemes.

In addition, a brief rating of intelligibility is available that coincides with items on the STA 
Parent/Caregiver and Teacher Screening Forms (Forms 4.1 and 4.2). Intelligibility is best defined 
by Bowen (1998) as the percentage of an individual’s spoken language that can be readily under-
stood by an unfamiliar listener. Flipsen’s (2006) intelligibility formula is as follows:

Age in years × 100 = % understood by an unfamiliar listener
4

As such, a child’s intelligibility should increase by 25% for each year after birth. A 1-year-old is 
expected to be 25% intelligible to strangers, whereas a 3-year-old is expected to be 75% intelligible 
to strangers. Taking comparable ratings from familiar listeners (e.g., parents) and unfamiliar listen-
ers (e.g., you as the examiner) results in a clinical, albeit subjective, accounting of intelligibility in 
children. For the purposes of assessment, low intelligibility can affect a child’s ability to respond 
verbally to items. As such, low intelligibility ratings should be considered potentially invalidating 
when your examiner rating is below 75%. In these cases, it may be wise to consider using language-
reduced composite scores or multidimensional nonverbal intelligence tests.

Interacting with Children and Adolescents during Testing

Once you are reasonably confident that the examinee has no sensory acuity, fine motor, speech, or 
other personal problems that will undermine test-
ing, introduce the first test items. In general, begin 
testing when the child or adolescent appears 
ready—and sooner rather than later.

Standardized Procedures

Following standardized administration procedures, once these are studied and practiced repeat-
edly, should allow for a brisk administration. In addition, we cannot stress enough the importance 
of following standardized procedures with almost rigid adherence. Kamphaus’s (2001) point about 
this is spot on: “If an examiner does not use standardized procedures, then he or she should not use 
the norms tables” (p. 106). Although it is possible to interpret intelligence tests from a qualitative 
and idiographic perspective (see Chapter 7), the best-validated findings come from interpretation 
of norm-referenced scores. We agree with Kamphaus’s point that psychologists in training should 
think about their own experience of taking group-based standardized tests, such as the ACT, the 
SAT, and the GRE. You should consider all the rules and decorum (the proctors, the reading of 
scripts, and the strict time limits) that are central to the standardized testing enterprise, and strive 
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to replicate such strict adherence. You should read instructions, item introductions, and feedback 
after errors exactly as they are written—even if you are motivated to improve the examinee’s 
understanding. For example, Sattler (2008) has implored examiners to “never ad lib, add extrane-
ous words, leave out words from instructions or the test questions, or change any test directions 
because you think that the altered wording would improve the child’s performance (unless the test 
manual permits changes)” (p. 203).

Accurate timing of items on intelligence tests is vital to measuring individual differences in 
cognitive abilities, and we have five points to offer about timing. First, there is no reason to hide 
your stopwatch or otherwise be surreptitious in timing. We agree with Kamphaus (2001) that you 
should be natural about timing and use of the stopwatch. Now, perhaps more than ever, children 
and adolescents are accustomed to completing timed (and fluency-based) tests; it is unlikely that 
they will be unnerved by your using it. Second, timing should begin once you have completed 
the instructions. Once timing for an item or subtest has been initiated, you should not stop timing 
until the item is complete or the time limit has ended. Do not stop timing when children or ado-
lescents ask questions, when they make errors in response to individual items, or when you must 
prompt to maintain standardization. Third, discontinue the items or subtests when the time limit 
has expired, or record the exact completion time (typically rounding down to the nearest second 
vs. recording minutes, seconds, and milliseconds). Fourth, score the last response provided within 
the time limit. Most subtests have you award no credit for items completed after the time limit, 
although there are a few exceptions in which partial credit is given for incomplete performance. 
Finally, do not share the time limit or the time remaining with the child or adolescent, even if 
asked. If you are asked a question during a timed trial, you might make eye contact and calmly say, 
“Just keep working,” and then break eye contact so as to not engage in conversation.

We are seeing a trend toward more explicit description of “soft time limits” targeting test 
items—especially items requiring expression of knowledge and oral expression. In general, you 
should present the next test item after allowing a child or adolescent an appropriate amount of time 
to respond to a difficult question. However, some tests require that a response to an item be given 
in about 20 or 30 seconds, to enhance the efficiency of testing. Other tests, as noted previously, 
apply an absolute time limit to item-level responses. You should find the right balance between 
(1) allowing examinees to continue working on responses after the time limit has expired, and (2) 
stopping them in development of a response and ushering them to the next item. It is important, 
however, to score the response that was available before the time limit expired.

Extending and Clarifying Responses

During testing, you may need to encourage the examinee to extend or clarify an initial response. 
Typically, you should offer queries, such as “What do you mean?” and “Tell me more about it.” 
Although these queries are very similar across intelligence tests, you should always use the queries 
prescribed by each test. We recommend using sticky notes or the like in the test record to remind 
you of these queries when you are administering several different tests as part of an assessment. 
For most intelligence tests, the administration manual provides sample responses that must be 
queried, but you should also query vague responses, regionalisms, or slang responses that are not 
clearly incorrect. However, you should be careful not to query any clear-cut responses that contain 
enough information to score without a query. Furthermore, you should record on your protocol the 
points when you queried (using Q to represent a query).
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In general, you should consider all parts of a response—those parts that are offered before the 
query is issued, and those offered after the query is issued. In other words, score the whole of the 
response. For example, when asked about the meaning of the word colander, the child offers “You 
use it in the kitchen with water,” and after you query the response, he or she offers, “It keeps you 
from pouring hot pasta down the drain,” you would consider both parts of the response, and the 
child would earn as many points as if he or she had combined both parts into one sentence. How-
ever, it gets tricky when the response after the query is mediocre or outright flawed. If you issue a 
query, and the child offers a weak response or otherwise fails to improve the initial response (e.g., 
“Colanders are plastic and white”), score the quality of the initial response. However, if the query 
reveals a fundamental misconception—a totally flawed understanding—about the content of the 
item (e.g., “Colanders chop up food into pieces”), the initial response, regardless of its quality, is 
spoiled, and the item is scored 0.

Dealing with Audio Players

Using an audiotape player or CD player introduces challenges into the testing session that were 
not commonly experienced by those administering intelligence tests in the past. In addition to 
needing one more piece of equipment, if you are using an audiotape player, it is important to use a 
player that has a counter so that you can link your subtest start points to items on the tape. Doing so 
requires preparation, a set of headphones (if adjustments must be made during testing), and a good 
deal of rewinding and fast-forwarding. A CD player largely eliminates these problems, because 
most start points can easily be located.

When you are using any type of audio player, it is important to look away from the examinee 
(e.g., at your test record) when the item is being played, and then look expectantly at the examinee 
once the item has been completed. In addition, it is important to stop the CD or pause the tape 
(when allowed) to allow examinees who are slow to respond more time to formulate a response. 
Although there should be enough time between items for most children and adolescents to respond, 
we recommend (1) being conscious that the next item may be presented before a response can been 
offered, and (2) stopping or pausing before such incidents occur.

Scoring and Recording Responses

You should strive for a brisk administration, while also taking your time to score responses concur-
rently with the administration. If you cannot decide on a score for an item, leave it blank, mark it 
with a question mark, continue to complete the last item, or meet the discontinue rule while not 
including this item; score the item in question at a later time. When you are scoring, both example 
responses and general scoring criteria should be consulted, but keep in mind that the examples 
listed in the test manuals are guides to scoring and that some professional judgment (a.k.a. “real 
thinking” on your part) may be required. If you are a beginning tester or are learning a new test, 
we strongly encourage you to have a second party review your item scoring and raw score calcula-
tion. We are also strong advocates of using scoring software to prevent errors when the norm tables 
presented in manuals are consulted.

It is important to score all items according to the examples, general criteria, and scoring 
guides provided in test manuals, and to avoid applying subjective judgments that “bend the rules” 
for examinees. However, as just noted, professional judgment is needed—especially in cases 



46	A SSESSING INTELLIGENCE IN CHILDREN AND ADOLESCENTS	

where the examinee responds in a manner that is more sophisticated than the sample responses. 
For example, an adolescent may respond to a picture vocabulary item by reporting the genus and 
species of a beetle, rather than referring to it as an “insect” in general or a “beetle” more specifi-
cally. Some children may calculate the exact number of weeks in a year (yielding a decimal frac-
tion), versus telling you that there are 52 full weeks in the year. In such cases, it is incumbent on 
you to search books or the Internet, or to do the calculations yourself, to determine whether the 
response is correct or incorrect. In the same vein, you should not penalize the child or adolescent 
for mispronunciations due to articulation problems or to regional or dialect differences.

It is difficult to know how to score initial responses that include both correct and incorrect 
components. Although you should always consult the test manuals for specific guidelines, here are 
two commonalities across them. First, if several responses to an item are given, ask which one the 
child or adolescent wants you to score. You can say, “You said X, and you said Y. Which one is it?” or 
the like. (Note that some intelligence test manuals encourage you to score the last response given.) 
Second, for many tests, if the child or adolescent provides numerous correct responses of varying 
quality and the item is scored on a scale, score the best response.

When administering the tests, you should record verbatim responses to the degree possible. 
Record them in the lines on the test record or beside the item. However, exercise some discretion 
in selecting only the core of the responses to record. For instance, you need not record the initial 
stem of a response (e.g., “I think that an encyclopedia is a . . . ”), interjections (e.g., “Darn!”), or 
idiosyncratic responses (e.g., “I think we learned that in third grade” or “That is a tough one”) that 
are not clinically meaningful. Thus, extraneous content need not be recorded. It is also important 
to be able to use abbreviations when appropriate, but never place them in the item-scoring column.

Breaks, Check‑Ins, and Encouragement

It is important to monitor the child or adolescent’s motivation and persistence during testing, and 
to encourage full responses to all items. Throughout the testing session, you should “read” the 
child or adolescent’s behavior, including facial expressions, posture, and verbalizations, to deter-
mine his or her level of motivation and fatigue (Kamphaus, 2001). Although you typically want to 
keep small talk to a minimum during subtests, we recommend “checking in” between subtests 
with questions like “How are you feeling?” and “Ready for the next one?” to gauge motivation and 
fatigue. We encourage energetic, brisk administrations of the tests, but for some children and ado-
lescents, you may call for breaks every 30 minutes or so. You must consider, though, that (1) some 
children and adolescents have a difficult time readjusting to the testing session after a break; and 
(2) in a school setting, breaks lengthen the assessment session and potentially prevent exposure to 
valuable instructional content in the classroom setting.

Engaging in strategies to encourage full expression of knowledge and skills during testing 
is vital. Although you are able to provide encouraging feedback after correct responses to sam-
ple items—and some tests do, in fact, allow for such feedback after responses to test items—you 
should generally strive to give no indication of whether responses to test items are correct or incor-
rect. In particular, you should not indicate the quality of the examinee’s responses through your 
facial expression or your verbalizations. We encourage our students in training to practice their 
“stone face with a smile” expressions throughout testing, and to develop nonevaluative verbaliza-
tions that can be consistently used. For example, we believe that saying “OK” or “That’s fine,” and 
nodding after responses, are both acceptable behaviors—as long as examiners are diligent about 
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using them for both correct and incorrect responses. Others may assert that presenting the next 
item signals clearly that the last response has been accepted, but we find that, with preschool- and 
elementary-school-age children, some other way of accepting their response seems warmer and 
more responsive.

We recommend two types of feedback designed to praise a child or adolescent’s effort during 
testing. First, use various comments to recognize effort. Examples include “Thanks for your hard 
work,” “I like how you thought through that one,” “Excellent effort! Keep it up!” and “Keep giving 
it your all.” We also encourage well-timed general comments, such as “You are doing a great job,” 
and “Good work,” that cannot be linked to correct responses and that are intermingled with com-
ments about effort. Second, we encourage physical gestures and brief physical contact, such as fist 
bumps. We admit to engaging in some seemingly hokey behaviors, such as prompting children to 
give us “high fives” and offering “thumbs-up” gestures paired with phrases like “Good job” and a 
smile. Of course, these behaviors must be moderated in keeping with the child or adolescent’s age. 
For example, preschoolers tend to enjoy silliness from adults, but the same cannot be said for many 
adolescents. In particular, adolescents may be particularly sensitive to insinuation of false praise 
or to repetitions of platitudes.

The use of tangible and edible incentives during testing is a topic of frequent debate (see 
Fish, 1988). We agree with Sattler (2008) that such incentives should not be used under normal 
circumstances; they may introduce unnecessary complexity and potential hazards into the testing 
situation (e.g., activating food allergies and choking, in the case of food items). However, we have 
seen benefits of the use of incentives with preschool-age children, children with ID, and children 
with attention-deficit/hyperactivity disorder (ADHD) when they are used to reinforce compliance 
and responding to items. We offer these recommendations. First, if you plan to use food items, 
obtain the parent or caregiver’s permission to do so. Many food items, such as M&M candies or 
marshmallows, may be prohibited by the family. Obtaining such permission in school settings is 
often impractical. Second, food items often interfere with testing because they have the potential 
to make a mess (e.g., tortilla chip remnants on the testing table or chocolaty saliva running down a 
child’s mouth). Food items are probably best reserved for preschoolers, but for older children and 
adolescents, we recommend that a token economy or point system be implemented so that they 
earn rewards for compliance (e.g., sitting in the chair and attempting as many questions as pos-
sible) that can be traded in at the end of the testing session for valued items (e.g., trading cards, 
stickers, and colorful pencils).

Monitoring the motivation and persistence of children and adolescents, and encouraging them 
to respond fully requires guiding them to work though the most difficult test items. Although you 
may have already shared with them that they can report that they do not know some answers (and 
that no one is expected to be able to answer all items), you should encourage them to guess by 
reminding them with “It’s OK to guess” or “It’s OK to answer even if you are not sure,” and encour-
aging them to “Give it a try” or “Give it a shot.” After using these techniques (and driving home the 
point that guessing is not a problem) and reading their behaviors as the testing progresses, you may 
also ask, “Want to give it a try or move to the next one?” or “Want to pass on this one?” Further-
more, you should be sensitive to their perceptions of failures, and remind them that effort is more 
important to you than correct responses. There seems to be some benefit of reminding children 
and adolescents that some items were developed for older adults. You may say, “Remember I told 
you that some of these items would be hard; they must be for moms and dads, huh?” or “That was 
a tough one, wasn’t it? I like how well you worked on it, though.”
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Responding to Questions

Some anxious or inquisitive children and adolescents may barrage you with questions. Others, due 
to some of their limitations, may require you to respond to pleas for assistance. For example, some 
may ask you for feedback on items, asking “Was I right?” or “How am I doing?”; others may ask you 
for the answers to questions that they could not produce. Your standard responses to these issues 
should be to say, kindly, that you cannot tell them how well they are doing or what the correct 
answers are. Comments such as “You’re doing fine, and I appreciate your hard work,” and “Your 
answer sounds good to me,” work well. We often refer to our testing rules to justify our inability to 
share the correct answers. We say, “I’m sorry that I can’t tell you; it’s one of the rules I must follow 
in doing my job.”

Unless the test item targets an ability that would be enhanced by repeating the item (e.g., sub-
tests targeting Short-Term Memory or Listening Ability), you can repeat questions or items upon 
request, but when you do so, it is important that you repeat it in its entirety so that you do not parse 
its components for them. For example, on a subtest targeting quantitative reasoning that requires 
children to calculate the difference in miles between two cities, a child might ask, “Did you say in 
miles?” Rather than replying in the affirmative, you should repeat the whole item to require the 
child to parse the important information from it. You may also repeat items when a response sug-
gests that the child misheard or misunderstood words used in the item.

Observing Behaviors during the Test Session

As we have noted earlier in this chapter, you should observe test session behaviors to judge how 
these behaviors might undermine the validity of your score results. Even if you have gone through 
all the efforts to eliminate or to control optimally for construct-irrelevant sources of variation 
in test scores, it is possible that some of the child or adolescent’s characteristics may exert their 
influences and produce biased results. In particular, behaviors that produce downwardly biased 
results, such as those associated with anxiety, fatigue, inattention, extreme disappointment, and 
noncompliance, should be monitored closely.

Commonplace Practices

Two practices for recording and summarizing test session behaviors have become commonplace. 
The first practice is writing descriptions of behaviors of interest in the margins of the test record. 
These narrative “behavior observations” may be used to enhance memory when examiners are 
summarizing test results and writing reports, as well as to contribute to a better understanding 
of low norm-referenced scores yielded after testing has been completed. These behavior observa-
tions are often written concisely. Examples include such notes as “Seems anxious: fidgety, picks 
at skin around fingernails,” “Says hates math,” or “Is a live wire: bouncing in chair, grabbing test-
ing materials, out of seat.” Although some of these behaviors may be a reaction to test content 
(e.g., the one about hating math), these behaviors sometimes represent our failures to eliminate 
or optimally control for construct-irrelevant influences. Because behavior in one-on-one testing 
environment does not accurately represent behaviors in other environments, you should be more 
concerned about producing valid test scores than about observing the child or adolescent’s reac-
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tion to the testing session. You should not sit passively and record behaviors that confound your 
results; you should intervene. For example, with an adolescent who appears to lack motivation, you 
could ask, “Is everything OK? You are looking a bit tired,” problem-solve based on the response, 
and terminate the testing session if needed (Kamphaus, 2001). The second practice is summarizing 
(after testing is complete) noteworthy behaviors displayed during the testing session. Almost every 
intelligence test record includes a brief checklist or prompts addressing language usage, attention, 
activity level, attitude, cooperativeness, mood, and self-confidence. Both methods may assist you 
in describing the testing environment in your report after detailed memories of the session have 
decayed.

Innovative Practices

Two innovative practices cast light on our understanding of test session behaviors and their poten-
tial influences on the validity of assessment. First, A. S. Kaufman, N. L. Kaufman, and their col-
laborators (see Kaufman & Kaufman, 2004a) have developed a brilliant way to monitor and record 
potential construct-irrelevant influences on item-level performance: having the examiner review 
and complete a brief checklist of common influences associated with each subtest. Their qualita-
tive indicators include disrupting indicators, including not monitoring accuracy, failing to sustain 
attention, impulsively responding incorrectly, perseverating despite feedback, refusing to engage 
in a task, being reluctant to commit to a response, being reluctant to respond when uncertain, 
and worrying about time limits. Conversely, they include enhancing indicators, including clos-
ing eyes to concentrate, asking for repetition of items, persevering after initial struggles, trying 
out options, being unusually focused, verbalizing related knowledge, verbalizing a strategy for 
recall, and working quickly but carefully. Reviewing a checklist of such items during or after the 
administration of each subtest allows examiners to identify and document potentially confound-
ing influences. Second, rating scales have been developed to assess behavioral excesses that may 
interfere with test performance. Two of the most well-developed and psychometrically sound 
instruments of this kind are the Guide to Assessment of Test Session Behavior (Glutting & Oak-
land, 1993) and the Achenbach System for Empirically Based Assessment Test Observation Form 
(TOF; McConaughy & Achenbach, 2004). The completion of postassessment rating scales such as 
the TOF may be especially useful for students in training, because it sensitizes them to unusual 
and perhaps meaningful behaviors during the testing session. For discussion of these methods, 
see McConaughy (2005).

Meaningfulness of Behavior Observations

Examiners’ narrative descriptions and ratings of observations completed after the testing session 
are likely to be negatively affected by errors in memory (Lilienfeld, Ammirati, & David, 2012; 
Watkins, 2009), so we encourage recording behaviors of interest immediately after they occur dur-
ing testing. The most accurate summaries of behaviors during the test session would probably stem 
from review of such notes recorded in the protocol. There is no doubt that these varying types of 
behavior observations can be completed in concert, but we encourage relying first on direct obser-
vation and immediate recording of them. We should perhaps conclude, upon reflection, that spe-
cific behaviors were not undermining test scores unless notes indicated such throughout protocol.
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Posttesting Considerations

Debriefing

We admit to frequently making the mistake of not conducting some sort of debriefing after com-
pleting a test session (and not teaching our students to do so!). After a full testing session, it is 
tempting to say, “We’re done today. Thanks for working so hard with me. Let’s go back to your 
classroom,” or the like, but it is an ideal practice to spend a bit more time debriefing. First, it may 
help to maintain rapport with the child or adolescent—especially if multiple testing sessions will 
be completed. Kamphaus (2001) has suggested honestly acknowledging challenges the child or 
adolescent faced during testing. Statements like “I realize that you were a little unhappy about 
being here today, but you tried hard to do what I asked and I really appreciate that” (Kamphaus, 
2001, p. 111) may go a long way in building and maintaining your relationship with the child or 
adolescent. In addition, it may allow you to answer questions or allay fears the child or adolescent 
may have. Second, if you inquire about the child or adolescent’s experience of the test, as well as 
what he or she liked and did not like, you may identify probable construct-irrelevant influences 
on test results. Third, debriefing is consistent with the goal of keeping the child or adolescent 
informed about the outcomes of the testing. Sattler (2008) has suggested repeating some of your 
introductory statements regarding these outcomes, such as your sharing that you will summarize 
the results in a report and meet with parents and teachers to discuss the results so that the exam-
inee’s experience at school will be improved. We strongly encourage taking additional time at the 
end of each testing session to debrief the child or adolescent.

Validity of Results

After testing is complete, you must make two decisions. One decision is to determine whether the 
results are “valid.” This validity is not exactly the same type as that discussed in Chapter 5, but the 
concepts are similar. Essentially, you need to judge whether the intelligence test subtests were 

administered in a way—and the child or adolescent 
reacted to them in a way—that permits you to say 
with confidence that the resulting scores well repre-
sent the ability or abilities you targeted. In other 
words, you must judge whether the inference made 
about the child or adolescent’s cognitive abilities are 
reasonably accurate, based on his or her test behav-
ior.

Although statements about the validity of testing results are often made at a global level when 
printed in reports (see Chapter 8 for examples), we encourage consideration of the meaningfulness 
of subtest scores, which are the foundation of all other scores for intelligence tests. It is possible that 
the results from one subtest are invalid and all other results are valid. We encourage you to specify 
which scores are likely to be invalid and describe what led you to conclude this. Perhaps there is 
a continuum of validity of assessment. On one end is an ideal testing environment and a perfect 
standardized administration. There were no interruptions; the child or adolescent was optimally 
motivated to respond and displayed no behavior problems; and there was consistent performance 
across items, with no apparent guessing or failure to answer the easiest items. Such sessions are 

You must judge whether the inference 
made about the child or adolescent’s 
cognitive abilities are reasonably 
accurate, based on his or her test 
behavior.
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not uncommon. On the other end is a testing session that goes awry. You are testing in a broom 
closet near a noisy hallway and a train track; you are not at your best due to caffeine withdrawal; 
you fumble through the testing materials; and the child or adolescent is unruly and unmotivated. 
In cases such as the latter, you may conclude that all of the data collected as part of the assessment 
are meaningless in representing the child or adolescent’s cognitive abilities. If so, you should not 
report the scores in your report or discuss them. You should promptly schedule another testing 
session and develop a plan for improving it. Furthermore, you should briefly summarize this event 
in your report, justify your decision not to report your initial results, and describe your rationale 
for administrating a second intelligence test.

The most difficult validity decisions are those between the extremes on the continuum—those 
cases in which there was probably some interference in measurement during testing. We have 
found that these instances are rarely addressed by examiners and included in reports, but we urge 
giving more attention to them and their influence on test scores. They may stem from influences 
generally associated with the testing environment. For example, some children and adolescents 
may be less engaged in the testing late in the session, and the results are lower scores on the last 
few subtests administered. Others may struggle in completing items from one subtest and seem to 
be dejected afterward. Still others will react in an unexpected way to standard test directions, test 
items, and prompts and queries. For example, some will simply not understand the requirements of 
the task as a whole, despite completing practice items satisfactorily. Others may adopt the strategy 
of providing you more information than you required—going on and on when defining words or 
providing the correct answer and also five variants of it. Still others will offer a new response—
effectively changing their answer—when queried for more information. These external influences 
and idiosyncratic reactions almost certainly have an impact on test scores, but it is admittedly 
difficult to determine when they reflect true ability deficits versus construct-irrelevant influences.

Testing of Limits and Follow‑Up Assessment

There are at least two methods for addressing potential construct-irrelevant influences and the 
validity of test results: (1) testing of limits and (2) follow-up testing using similar measures. Test-
ing of limits refers to readministration of subtest items after completion of a test, during which 
additional cues are given, modeling of correct responses is completed, items are presented in a 
different fashion, responses are allowed in another modality (e.g., spoken vs. written), time lim-
its are eliminated, and probing questions are asked. The goal is to test hypotheses about why a 
child or adolescent missed an item or series of items. For example, in cases in which the child or 
adolescent quickly missed all items on a subtest requiring him or her to repeat orally presented 
numbers backward, you could use concrete objects (e.g., tiles or blocks with numbers on them) to 
demonstrate how to reverse numbers presented orally to ensure that the child or adolescent under-
stands what is required. Alternately, you could request that they teach you how to complete an easy 
item. Afterward, you could administer the items again to determine whether the intervention has 
yielded dividends. Regardless of the outcome, you should never change raw scores obtained from 
a standardized test administration, but you should consider explaining the reason for a low score 
and eliminating the affected score from your report.

Testing of limits has been formalized in some published tests, such as the Wechsler Intelli-
gence Scale for Children—Fourth Edition Integrated (WISC-IV Integrated; Kaplan et al., 2004). 
It contains 16 “process tests” that reflect changes in the task requirements of subtests through 
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adaptations to their stimuli, to response requirements, and to the nature of the subtests them-
selves. Some of these adaptations are minor, such as laying a grid over an image to facilitate recon-
struction of that design with blocks; others are substantial, such as requiring children to point to 
images of numbers in sequence rather than repeat orally presented numbers. Performance on 
most of these process tests yields norm-referenced scores that can be compared to those stemming 
from the original standardized administration of subtests from the Wechsler scales. Higher scores 
on the process tests than on the original subtests are thought to indicate that the process targeted 
by the adaptation must have interfered with performance on the original subtest. For example, 
an examiner might conclude that a child or adolescent who performed notably better on the sub-
test requiring recall of number factors, calendar facts, geography, science, and history when pro-
vided with multiple-choice options than when provided with no external cue experienced memory 
retrieval problems that interfered with his or her initial performance on the subtest without the 
cues. We worry, though, that repeated exposure to the same items during testing of limits has 
unknown but probably facilitative effects on the responses of the child or adolescent.

In addition, when we develop hypotheses regarding construct-irrelevant influences on test 
scores, we often engage in some additional testing employing related measures. If we believe that 
some distraction during testing, some misunderstanding on the child or adolescent’s part, or some 
other influence unduly affected test scores, we usually turn to resources offered as part of the 
cross-battery approach (Flanagan, Ortiz, & Alfonso, 2013) to find an alternative subtest purported 
to measure the same specific ability to test our hypothesis. Often we identify alternative sub-
tests that go about measuring the ability in a different way—somewhat like those included in the 
WISC-IV Integrated (Kaplan et al., 2004), but from another test. For example, if a child scored 
poorly on a subtest that requires repeating orally presented numbers in reverse, we might follow 
up with a related subtest that requires him or her to order orally presented numbers and letters 
in ascending order. Alternately, we might follow up with a subtest that more closely matches the 
content and response processes of the one in question. Although we are not certain that the extra 
effort to examine all of our hypotheses in this vein is always warranted, judicious use of this tech-
nique may allow you to distinguish more clearly between low scores indicating ability deficits and 
low scores due to construct-irrelevant influences.

Summary

It is important to have a strong knowledge of the reasons for assessment, typical assessment pro-
cesses, and potential influences on test performance that can be controlled during testing or 
acknowledged when interpreting test results. In this chapter, we have offered detailed descriptions 
of these processes and equipped you with tools and resources to facilitate and evaluate the validity 
of your test scores for each child or adolescent you assess.
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From John H. Kranzler and Randy G. Floyd. Copyright 2013 by The Guilford Press. Permission to photocopy this form is 
granted to purchasers of this book for personal use only (see copyright page for details). Purchasers can download this form at 
www.guilford.com/p/kranzler.

Form 4.1

Screening Tool for Assessment (STA)— 
Parent and Caregiver Screening Form

Child’s name:  						          	 Glasses/contact lenses:		  Y / N

Parent or caregiver’s name:  				        	 Hearing aid/cochlear implant:	Y / N

Please read each item carefully and circle Yes or No.

  1 My child closes or covers one eye when looking at some things. Yes No

  2 My child frequently squints his or her eyes. Yes No

  3 My child complains that some images are blurry or hard to see. Yes No

  4 My child holds objects unusually close to his or her face when looking at them. Yes No

  5 My child seems to blink a lot. Yes No

  6 My child becomes frustrated or upset when doing close-up work such as reading, 
math, and puzzles.

Yes No

  7 My child uses the wrong color names for objects, such as saying that there are 
purple leaves on trees.

Yes No

  8 My child has a short attention span when coloring or drawing with colors or colored 
markers.

Yes No

  9 My child has difficulty identifying red or green. Yes No

10 My child has difficulty reading when the words are on colored pages. Yes No

11 My child does not respond to loud noises sometimes. Yes No

12 My child’s listening skills are behind what I expect. Yes No

13 My child turns up the volume too loud on electronic equipment. Yes No

14 My child does not follow spoken directions well. Yes No

15 My child often says, “Huh?” or asks you to repeat something you have said. Yes No

16 My child does not respond when called. Yes No

17 My child’s speech is behind what I expect. Yes No

18 My child has difficulty pronouncing some words. Yes No

19 My child substitutes sounds in words (e.g., wed for red). Yes No

20 My child leaves sounds out of words (e.g., root for fruit). Yes No

21 How much of your child’s speech do you understand? 25% 50% 75% 100%

22 How much of your child’s speech would a stranger understand? 25% 50% 75% 100%
 

(continued)
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Screening Tool for Assessment (STA)—Parent and Caregiver Screening Form  (page 2 of 2)

23 My child has difficulty stacking blocks. Yes No

24 My child has difficulty fitting puzzle pieces together. Yes No

25 My child has difficulty drawing a straight line. Yes No

26 My child has difficulty drawing a circle. Yes No

27 My child has difficulty printing his or her first name. Yes No

28 I can usually read my child’s handwriting. Yes No

29 A stranger would usually be able to read my child’s handwriting. Yes No

30 My child is often defiant. Yes No

31 My child often refuses to do what I ask. Yes No

32 My child breaks a lot of rules at home. Yes No

Are there any other issues that might affect how well your child performs during the upcoming testing 
sessions? Please describe them below.
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From John H. Kranzler and Randy G. Floyd. Copyright 2013 by The Guilford Press. Permission to photocopy this form is 
granted to purchasers of this book for personal use only (see copyright page for details). Purchasers can download this form at 
www.guilford.com/p/kranzler.

Form 4.2

Screening Tool for Assessment (STA)—Teacher Screening Form

Student’s name: 						           Glasses/contact lenses:		  Y / N

Teacher’s name: 						           Hearing aid/cochlear implant:	 Y / N

Please read each item carefully and circle Yes or No.

  1 The student closes or covers one eye when looking at some things. Yes No

  2 The student frequently squints his or her eyes. Yes No

  3 The student complains that some images are blurry or hard to see. Yes No

  4 The student holds objects unusually close to his or her face when looking at them. Yes No

  5 The student seems to blink a lot. Yes No

  6 The student becomes frustrated or upset when doing close-up work such as reading, 
math, and puzzles.

Yes No

  7 The student uses the wrong color names for objects, such as saying that there are 
purple leaves on trees.

Yes No

  8 The student has a short attention span when coloring or drawing with colors or 
colored markers.

Yes No

  9 The student has difficulty identifying red or green. Yes No

10 The student has difficulty reading when the words are on colored pages. Yes No

11 The student does not respond to loud noises sometimes. Yes No

12 The student’s listening skills are behind what I expect. Yes No

13 The student turns up the volume too loud on electronic equipment. Yes No

14 The student does not follow spoken directions well. Yes No

15 The student often says, “Huh?” or asks you to repeat something you have said. Yes No

16 The student does not respond when called. Yes No

17 The student’s speech is behind what I expect. Yes No

18 The student has difficulty pronouncing some words. Yes No

19 The student substitutes sounds in words (e.g., wed for red). Yes No

20 The student leaves sounds out of words (e.g., root for fruit). Yes No

21 How much of the student’s speech do you understand? 25% 50% 75% 100%

22 How much of the student’s speech would a stranger understand? 25% 50% 75% 100%
 
 
 

(continued)
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Screening Tool for Assessment (STA)—Teacher Screening Form  (page 2 of 2)

23 The student has difficulty stacking blocks. Yes No

24 The student has difficulty fitting puzzle pieces together. Yes No

25 The student has difficulty drawing a straight line. Yes No

26 The student has difficulty drawing a circle. Yes No

27 The student has difficulty printing his or her first name. Yes No

28 I can usually read the student’s handwriting. Yes No

29 A stranger would usually be able to read the student’s handwriting. Yes No

30 The student is often defiant. Yes No

31 The student often refuses to do what I ask. Yes No

32 The student breaks a lot of rules at school. Yes No

Are there any other issues that might affect how well the student performs during the upcoming testing 
sessions? Please describe them below.
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From John H. Kranzler and Randy G. Floyd. Copyright 2013 by The Guilford Press. Permission to photocopy this form is 
granted to purchasers of this book for personal use only (see copyright page for details). Purchasers can download this form at 
www.guilford.com/p/kranzler.

Form 4.3

Screening Tool for Assessment (STA)—Direct Screening Test Record

Student’s name: 						           Glasses/contact lenses:		  Y / N

Date: 							             Hearing aid/cochlear implant:	 Y / N

GENERAL SCREENING QUESTIONS
I want to ask you a few questions before we start today.
How are you feeling today?

Did you sleep well last night?

How confident (or nervous) are you feeling about our work together today?

How ready are you to do your best on every task today?
or How motivated are you to do well on these tasks today?

Do you wear glasses or contacts or have trouble seeing?

Do you have any trouble telling colors apart?
or Are you color-blind?

Do you wear a hearing aid or have trouble hearing?

Do you have any trouble writing with a pencil?
or How neat is your handwriting?

Do you have any trouble picking up and moving items such as coins?

Note. Paraphrase and follow up with more specific questions if needed. Use the child or adolescent’s oral 
language during interview to estimate intelligibility of speech.

(continued)
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Screening Tool for Assessment (STA)—Direct Screening Test Record  (page 2 of 4)

VISION SCREENING

Present Vision Screening items from the STA Direct Screening Response Form.

Look at these letters on this sheet of paper. Please tell me the letters in the top row.

Stimuli Number incorrect Total correct

E  O  P  Z  T  L  C  D  F   /9

Correct errors if necessary, and repeat until all items are correct in sequence.

Without picking up the sheet, tell me the letters in the other rows. There is no reason to go fast. Slow 
and careful reading is best.

Mark those items missed.

Stimuli Number incorrect Total correct

T  D  P  C  F  Z  O  E  L   /9

D  Z  E  L  C  F  O  T  P   /9

F  E  P  C  T  L  O  Z  D   /9

COLOR BLIND SCREENING
Present Color items from the STA Direct Screening Response Form.

See these squares. Name these colors for me. (Alternatively, What is this color?)

Stimuli Correct response

Black Yes No Total correct:   /6

Blue Yes No

Red Yes No

Green Yes No

Yellow Yes No

Purple Yes No

FINE MOTOR SCREENING

Present items from the Fine Motor page of the STA Direct Screening Response Form. Administer items in 
sequence as age and developmental level dictates.

If the examinee attempts to rotate the paper, say, Don’t move the paper; keep it in one place.

1.	 Take this pencil and trace this dotted line. Follow on the line, and make one smooth line.
2.	 Now trace this star. Follow on the lines.
3.	 Now trace this circle. Follow on the line.
4.	 Write this sentence, “The dog ran,” on this line.

(continued)
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Screening Tool for Assessment (STA)—Direct Screening Test Record  (page 3 of 4)

Stimuli Successful Stimuli Successful

Line Yes No Circle Yes No Total Yes:       /4

Star Yes No Sentence Yes No

HEARING SCREENING

Part A: Let’s play a game about listening. I want you to point to parts of your body. Ready? Listen 
carefully. I will tell you where to point.

Administer the initial items slightly louder than normal.

Item Correct response

Point to your nose. Yes No

Point to your hair. Yes No

Point to your face. Yes No

Point to your ear. Yes No

Point to your chin. Yes No

Point to your shoulder. Yes No

Point to your mouth. Yes No

Total correct, Part A:     

Part B: Now I want you to point to the same parts of your body, but this time I want you to close your 
eyes while I tell you where to point. Ready? Listen carefully.

Administer these items at a low volume that is above that of a whisper, but still able to be heard by the 
examinee. Put your hand a few inches in front of your mouth during administration.

Item Correct response

Point to your face. Yes No

Point to your nose. Yes No

Point to your ear. Yes No

Point to your hair. Yes No

Point to your shoulder. Yes No

Point to your mouth. Yes No

Point to your chin. Yes No

Total correct Part B:     
 
 

(continued)
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Screening Tool for Assessment (STA)—Direct Screening Test Record  (page 4 of 4)

ARTICULATION SCREENING

Please close your eyes, listen carefully, and say what I say.

Carefully articulate each word at a normal volume. Carefully watch the lips of the child or adolescent 
while he or she is responding.

If you cannot determine how to score a response, say “Please, say (item) again” as often as needed.

Circle the phonemes in the Sounds column that were incorrectly pronounced. Subtract number of 
incorrect phonemes from 23 to determine the percentage correct, using the table provided.

Item Sounds #Correct %Correct #Correct %Correct

Lizard /l/ /z/   0 0% 19 83%

This th /s/   1 4% 20 87%

Wreath /r/ th   2 9% 21 91%

Shoes sh /z/   3 13% 22 96%

Seal /s/ /l/   4 17% 23 100%

Think th —   5 22%

Mouthwash th sh   6 26%

Garage /r/ zh   7 30%

Feather th /r/   8 35%

Pillow /l/   9 39%

Zebra /z/ 10 43%

Soothe th 11 48%

Television zh 12 52%

Listen /s/ 13 57%

Washer sh 14 61%

15 65%

Total sounds: 23 16 70%

Number of incorrect sounds:         17 74%

Number of correct sounds:           18 78%

INTELLIGIBILITY

After completing the STA Direct Screening Test, rate the proportion of the child or adolescent’s speech 
you were able to understand.

How much of the child or adolescent’s speech did you 
understand?

Some Most Almost all All
25% 50% 75% 100%
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From John H. Kranzler and Randy G. Floyd. Copyright 2013 by The Guilford Press. Permission to photocopy this form is 
granted to purchasers of this book for personal use only (see copyright page for details). Purchasers can download this form at 
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Form 4.4

Screening Tool for Assessment (STA)— 
Direct Screening Response Form
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Screening Tool for Assessment (STA)—Direct Screening Response Form  (page 2 of 2)

The dog ran.
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Chapter 5

Selecting the Best Intelligence Tests

Before you can begin to make sense of the meaningful scores from intelligence tests, you should 
ensure that you fully understand the measurement properties of the tests you are using and their 
resultant scores. With this information, you can select the best intelligence test for your needs, 
based in part on the age, ability level, and backgrounds of the clients you serve. This chapter high-
lights standards guiding the selection and use of tests, and it continues with a review of the most 
critical characteristics of tests—including norming and item scaling, as well as the reliability and 
validity of scores.

The Joint Test Standards

In addition to the American Psychological Association’s (APA’s) Ethical Principles of Psychologists 
and Code of Conduct and the National Association of School Psychologists’ (NASP’s) Principles 
for Professional Ethics (APA, 20002, 2010a; NASP, 2010a; see Chapter 3), you should be familiar 
with the Standards for Educational and Psychological Testing (American Educational Research 
Association [AERA], APA, & National Council on Measurement in Education [NCME], 1999). This 
document was last published in 1999, but at the time of our writing this chapter, a new edition was 
slated for publication in late 2013. We briefly describe its organization and key components, and 
then discuss how these components can be applied to selecting the best test for your assessment 
needs.

The Standards document was developed to facilitate scientifically sound and ethical testing 
practices, as well as to promote evaluation of such practices, and it has traditionally been organized 
into three sections. The first section addresses test 
construction, evaluation, and documentation, and 
its chapters have targeted validity; reliability and 
errors of measurement; test development and revi-
sion; scales, norms, and score comparability; test 
administration, scoring, and reporting; and sup-

The Standards document was 
developed to facilitate scientifically 
sound and ethical testing practices, 
as well as to promote evaluation of 
such practices.
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porting documentation. The second section addresses fairness in testing, and its chapters have 
targeted the rights and responsibilities of test takers, as well as testing of individuals with diverse 
linguistic backgrounds and disabilities. The third section addresses testing applications, and its 
chapters have targeted responsibilities of test users; psychological and educational assessment; 
testing in employment and credentialing; and testing in program evaluation and public policy.

In this chapter, we focus on general standards and guidelines for test use and general guide-
lines for psychological testing. Chapter 4 has addressed issues in the assessment process; Chapters 
6 and 8 address interpretation and reporting of scores; and Chapter 13 highlights issue related to 
fairness and nondiscriminatory assessment. As conveyed in the Standards (AERA et al., 1999), 
evaluation of the acceptability of tests and their measurement characteristics involves, at least 
partially, professional judgment and knowledge of the content domain area. Using the general stan-
dards and guidelines for test use from the Standards document, we present criteria for evaluating 
the quality of norming, item scaling, and reliability and validity of scores yielded by intelligence 
tests.

Expectations and Ideals for Norming

Norm Samples

The foundation for the scientific study of intelligence is the natural phenomenon of individual dif-
ferences in cognitive abilities; individuals of all ages differ in their level and speed of performance 
on cognitive tasks. In the practice of psychology, an understanding of these individual differences 
is derived from consideration of where an individual’s test performance falls when compared to 
expectations established via a norm sample. A norm sample is ideally a large sample of persons 
whose characteristics are similar to those of the individual being tested (e.g., age); this sample pro-
duces results (i.e., norms) to which the individual’s results can be compared. These norms allow 
for a better understanding of typical levels of performance (and variation around it) at different 
levels of development. Ideally, norm samples would include every individual in a population, but 
doing so is unfeasible. Instead, norm samples should be as large and representative of the targeted 
population as possible.

Sometimes the term standardization sample is used to refer to the norm sample. For the 
most part, these terms are used interchangeably, but standardization refers to the use of the same 
directions, sample items, practice trials, feedback, and scoring guidelines for everyone complet-
ing a test. Standardization is a necessity for accurate and comparable results to be obtained across 
administration of tests, and without it, accurate norms would be impossible. We suppose that 
criterion-referenced tests, which typically make no reference to the performance of comparable 
others, could stem from standardization samples and not norm samples; for most tests, however, 
standardization samples and norm samples are the same.

Evaluating Norm Samples

Norms affect the accuracy and meaningfulness of the most important data that you will derive 
from intelligence tests: their norm-referenced scores (see Chapter 6). Accordingly, it is important 
to scrutinize these tests’ norm samples. Typically, norm samples are evaluated according to their 
recency, their representativeness, and their size. This information is typically provided in techni-
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cal manuals accompanying tests, but you should also review the age ranges associated with specific 
norm groups—those forming the norms and presented in norm tables—to evaluate the appropri-
ateness of norm samples.

Recency

The recency of norms can be evaluated based how near in time the data were collected. As 
described in the ethical standards discussed in Chapter 3, you should generally avoid using tests 
that are old and outdated. This recommendation is in place because outdated norms may no longer 
match the experiences and ability levels of those being tested. For one thing, older tests might 
include item content that is no longer valid for modern-day test takers, and this could produce 
biased scores. Furthermore, the evidence indicates rising ability levels across time in popula-
tions (called the Flynn effect; Flynn, 1984, 1987, 1999, 2007), with older norms producing inflated 
scores compared to more recent norms. Flynn has estimated that IQ scores increase an average of 
3 points per decade, or 0.3 points per year. The increase in IQ implies that scores on older tests are 
likely to be inflated in comparison to those on newer tests with contemporary norms. Therefore, it 
is essential to use the most recently normed tests.

To evaluate the recency of norms, you should examine not only the date of a test’s publica-
tion, but also, and more importantly, the period during which its norming data were collected. You 
should ideally select intelligence tests that have been normed within the past 10 years. Tests with 
norming data collected earlier should be used sparingly and should probably be avoided.

Representativeness

The representativeness of norms is equally important. It can be evaluated according to the exten-
siveness of sampling (1) across political regions (e.g., U.S. states) and across data collection sites; 
and (2) across demographic characteristics (i.e., gender, race, socioeconomic status, and community 
size). Of course, norming samples consisting only of participants from a single state or region would 
not meet the requirement of national norming and would fail to represent the targeted population. 
Some norms for intelligence tests stem from statistical weighting of contributions by specified sub-
groups to enhance the representativeness, but if such weighting is not used, a simple way to deter-
mine representativeness of the sample is to examine the match between the specific characteristics 
of the norm sample and those from the referenced census report used as a benchmark for norming. 
For example, comparisons could be made according to geographic characteristics (e.g., region of 
the country, population size, and urban vs. rural settings) and demographic characteristics (e.g., 
race, ethnicity, gender, and socioeconomic status). Discrepancies between specific characteristics 
of the norm sample and those from the respective census that are greater than 5 percentage points 
have been reported as indicating oversampling or undersampling (Floyd & Bose, 2003; Merrell, 
2008). As discussed in Chapter 13, the absence of a particular individual’s demographic group 
from the norming sample is not ipso facto evidence that a test is biased. The test may be biased, 
but it may not be. Evidence of bias can be determined only by empirical research.

It has been claimed that individuals with disabilities and those who receive extremely high 
and extremely low scores should be included in the norming samples—and some intelligence test 
samples make a point to ensure that such cases are included—but it is becoming increasingly com-
mon for extrapolated norms to be used. Extrapolated norms are derived from statistical manipula-
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tions of the distributions of test scores to ensure that they fully represent the population as a whole; 
they compensate for the fact that the norming data may not, in fact, represent the population well. 
For example, extrapolated norms can produce an IQ of 185 for children age 5 years old, although 
no one on the normative sample actually obtained an IQ that high. Fully representative norms 
based on expansive ability sampling are extremely difficult to obtain, because it is so hard to find 
sufficient numbers of people with extremely high IQs, and so hard to test those with extremely low 
IQs due to potentially confounding factors.

Developmental Sensitivity

The age range covered by each segment of the norms must be considered to ensure that they are 
sensitive to developmental differences, especially during the periods when cognitive growth is 
most rapid (i.e., up until about 16–20 years of age; see Chapter 2). That is, divisions of the norms 
should help to disentangle the effects of maturation and experience that are associated with age 
(as confounds) from individual differences in the display of the targeted abilities (as targeted by 
norm-referenced scores). Without an effort to eliminate these confounds, the norms would under-
estimate the abilities of the youngest children at the targeted age level (producing lower scores) 
and overestimate the abilities of the oldest children in the targeted age level (producing higher 
scores; Flanagan, Ortiz, Alfonso, & Mascolo, 2006).

Although parents, teachers, and other professionals tend to ground their developmental 
expectations in a child or adolescent’s whole age in years or whole grade levels in school, norm 
divisions representing narrower periods of time (e.g., a half year, a quarter, or a few months) are 
often necessary to produce the most accurate norm-referenced scores. Many tests (especially those 
targeting very young children) include norm level sample blocks representing rather narrow peri-
ods of time (e.g., 2 months and 3 months). In contrast, when developmental differences across age 
groups would not be anticipated (e.g., during the decade of the 30s), norm sample blocks are often 
much broader (e.g., 5 to 10 years; Flanagan et al., 2006). According to Bracken (2000), in addition 
to considering the breadth of these blocks, it is important to evaluate the actual norm tables to 
judge their adequacy—especially when a child is “on the very upper cusp of one age level and who 
is about to ‘graduate’ to the next age level” (p. 42). Bracken has shared that one way to evaluate 
this sensitivity of the norms is to review the norm tables and “examine the difference in standard 
scores associated with a given raw score as you progress from one table to the next. If the standard 
score increases by large amounts (e.g., +11/3 standard deviations), the test may provide too gross an 
estimate of ability to instill much confidence in the resultant score” (p. 42). To address this issue, 
standard score values should be compared at levels near the mean, about one standard deviation 
above the mean, and about one standard deviation below the mean, beginning with the block asso-
ciated with the age of the prospective examinee.

In recent decades, many test authors have addressed the developmental sensitivity of norms 
by using continuous norming procedures (see tables in Chapter 7). Rather than deriving norm-
referenced scores from descriptive statistics based on individuals in large segments of the norms 
(e.g., children the same year in age), as previously indicated, sophisticated statistical methods (e.g., 
curve smoothing) are used to consider the performance across much smaller age segments and to 
integrate this information across ages, so that a picture of the developmental expectations within 
the larger grouping are well represented. Test norms developed by using these methods are note-
worthy and superior to those developed via more traditional methods.
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Norm Sample Size and Size of Norm Blocks

In general, larger norm samples indicate higher-quality norming and more trustworthy norm-
referenced scores. It is important to consider the size of each age-based interval of the norms. 
According to common standards (e.g., Emmons & Alfonso, 2005; Flanagan & Alfonso, 1995; cf. 
Hammill, Brown, & Bryant, 1992), each 1-year age-based interval of the norms can be judged to 
be acceptable if it includes at least 100 individuals. This standard seems like a reasonable one to 
us. However, evaluating this characteristic is some-
times tricky, because some tests present norm sam-
ple sizes across wider age ranges (e.g., 1-year incre-
ments) in the body of the technical manuals, but rely 
on norm sample blocks representing narrower time 
segments (e.g., 3- to 6-month intervals), as previ-
ously discussed. In such cases, the mean number of participants per norm block can be estimated 
by dividing the number of participants reported across the wider age range by the number of 
norm-related segments by which it is divided. For instance, if 120 children age 4 were reported to 
compose a 1-year norm block, but norms were calculated in three 4-month blocks (4:0–4:3, 4:4–4:7, 
and 4:8–4:11), an average of 40 children per norm block would be assumed. This value would be 
unacceptable based on the goal of including at least 100 children in this group, and we believe that 
an acceptable absolute low-end standard should be 30 children per norm block.

Scaling

Range of Norm‑Referenced Scores

Because you may be called on to assess children or adolescents suspected of having intellectual 
disability (ID; see Chapter 10) or intellectual giftedness (see Chapter 11), it is important that you 
know the range of scores provided by the intelligence tests you are evaluating. In addition, in order 
to differentiate between ability levels at every point across this range, you should consider item 
gradients for intelligence test subtests.

Scale Floors

A scale floor refers to the lowest norm-referenced score that can be obtained. When these floors 
are too high, the full range of ability at its lowest levels cannot be assessed, because, at the subtest 
level, items are too difficult for individuals with low ability; there are too few “easy” items for them. 
As a result of such problems, even when a child performs poorly on a subtest, answering only one 
item (or no items) correctly, the child will earn a score that is relatively close to what is considered 
average. Subtest scores with insufficient floors will overestimate the abilities of those who are near 
the lowest end of the ability range, and this overestimation will be transfered to all of the compos-
ite scores to which that subtest contributes.

Floors for subtests can be evaluated by examining norm tables and using score software; 
if a raw score (i.e., the sum of item scores) of 1 does not yield a norm-referenced score equal to 
or exceeding two standard deviations below the normative mean (a deviation IQ score of 70 or 
lower, a T score of 30 or lower, or a scaled score of 4 or lower; see Chapter 6), a floor violation is 

In general, larger norm samples 
indicate higher-quality norming and 
more trustworthy norm-referenced 
scores.
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evident (Bracken, 1987; Bracken, Keith, & Walker, 1998; Bradley-Johnson & Durmusoglu, 2005). 
For composite scores that stem from summing norm-referenced scores from subtests, floor viola-
tions are apparent if the lowest basic score (e.g., the sum of scaled scores) is associated with a 
norm-referenced score less than two standard deviations below the mean. Floor violations are 
most frequently apparent at the youngest age levels targeted by intelligence tests.

Scale Ceilings

A scale ceiling refers to the highest norm-referenced score that can be obtained. When ceilings are 
too low, the full range of ability at its highest levels cannot be assessed. This scenario is the oppo-
site of the one occurring when children or adolescents with low ability are assessed. As a result 
of such problems with ceilings, those with high ability are likely to have their abilities underesti-
mated. Even when a child performs extremely well on a subtest, answering every item correctly, 
the child will earn a score that is relatively close to what is considered average. There are too few 
“difficult” items on the subtest to sufficiently challenge such children at this level.

Ceilings for subtests can also be evaluated by examining norm tables and using score soft-
ware; if the highest possible raw score does not yield a norm-referenced score equal to or exceed-
ing two standard deviations above the normative mean (i.e., a deviation IQ score of 130 or higher, 
a T score of 70 or higher, or a scaled score of 16 or higher; see Chapter 6), a ceiling violation is evi-
dent (Bracken, 1987; Bracken et al., 1998; Bradley-Johnson & Durmusoglu, 2005). For composite 
scores, ceiling violations can be identified if the highest basic score (e.g., the sum of scaled scores) 
is associated with a norm-referenced score less than two standard deviations above the mean. Ceil-
ing violations are most frequently identified at the oldest age levels targeted by intelligence tests.

Item Scaling

Test authors typically devote much time and effort to developing, selecting, and scaling items for 
their instruments. For most subtests on intelligence tests, items are selected and scaled from easi-
est to most difficult. Examinees begin with items that most individuals of the same age would suc-
cessfully complete, progress through items that are neither too easy nor too difficult for them, and 
reach items that are on the threshold of their current knowledge and skills. In order to evaluate the 
quality of an intelligence test, you should consider the methods used to accomplish such scaling 
and should evaluate evidence suggesting effective scaling.

Scaling Techniques

Traditional techniques used for item scaling include item difficulty analysis, in which items are 
evaluated according to the percentage of examinees passing those items. After administering the 
preliminary set of items to large groups of individuals, test authors using these techniques can 
identify patterns of scores across items and then place the items in order from those passed by 
the most individuals to those passed by the least individuals. During the past 30 or 40 years, 
item response theory (often referred to as only IRT, although we continue to use the full term) 
techniques have replaced more traditional techniques like item difficulty analysis. Item response 
theory analysis considers not only item difficulty, but also the relation between passing the item 
and the sum of all the items considered in the analysis (often called item discrimination) and ran-
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dom error (often called guessing). One common type of item response theory analysis is referred 
to as Rasch modeling (Rasch, 1960). This analysis, focused on accurately measuring the latent trait 
(or ability) underlying performance on an item, produces a purer method of evaluating item dif-
ficulty than any other single traditional technique, and for most subtests, it is the optimal method 
for scaling items. When you review technical information about an intelligence test, you should 
expect authors to have used item response theory to scale items.

Item Gradients

Appropriately scaled items should not only proceed from easy to difficult, but should also do so 
without rapidly progressing from easy to difficult items. An example of inappropriate item scal-
ing for an achievement test would be a math subtest that includes easy single-digit multiplication 
items, advanced trigonometry items, and no items of intermediate difficulty. Such inappropriate 
scaling, as revealed through item gradient violations, can also be identified by a careful review of 
norm tables.

Ideally, there should be a consistent relation between item scores and norm-referenced scores 
as they both increase; this relation is referred to as the item gradient. According to Krasa (2007), 
“When the item gradient  .  .  . is too steep, it does not sufficiently absorb ‘noise’—that is, errors 
irrelevant to the construct being tested (such as carelessness or distractibility) can lead to an 
abrupt change in standard score that does not reflect a true difference in the ability being tested” 
(p. 4). When this standard is not met, huge jumps in ability estimates (as evidenced by the norm-
referenced scores) could be the product of guessing correctly on a single item. For example, with 
woefully inadequate item gradients, an individual could go from having a slightly-above-average 
norm-referenced score of 105 to a well-above-average norm-referenced score of 115 because he or 
she guessed correctly on one item. Conversely, failing one additional item would cause the score 
to drop precipitously.

Item gradient violations for subtests, which are most closely linked to item-level performance, 
can be identified if there is not at least one raw score point associated with each one-third of a 
standard deviation unit in the norms (Bracken, 1987). For example, deviation IQ scores should not 
change more than 5 points per 1 raw score point change; T scores should not change more than 3 
points per 1 raw score point change; and scaled scores should not change more than 1 point per 
1 raw score point change (see Chapter 6). Even though we do not recommend routine interpreta-
tion of norm-referenced scores derived from subtests (see Chapter 6), they should not be ignored, 
because subtest scores contribute to the more reliable and valid composite scores. However, com-
posite scores, due to their pooling of variability across subtests, should absorb most of the “noise” 
associated with item gradient violations and other sources of error in measurement.

Reliability

Definition

It is important that the results of your assessment be as precise and consistent as possible. Cer-
tainly, none of us would want scoring errors to affect test scores, and we would look askance if we 
learned that someone obtained an IQ in the Superior range one day and an IQ in the Low Average 
range the following day after taking the same test. The term reliability is used to represent this 
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valued score characteristic—consistency across replications. Quantitative values targeting reli-
ability represent the extent to which unexplained and apparently random inconsistency across 
replications, called measurement error or random error, affects test scores. These unpredictable 
fluctuations are unavoidable effects of assessment; no test produces a perfect, 100% replicable 
measurement of any phenomenon. Even in the natural sciences, tools targeting physical measure-

ments are affected by error. For example, rulers and 
tape measures expand and contract as the tempera-
ture fluctuates; even quantum clocks, which are 
probably the most accurate measures of time, vary 
slightly (e.g., by 1 second in a billion years) under 
some conditions.

In testing, we most frequently attribute measurement error to the person taking the test, and 
particularly to the person’s variation in determination, anxiety, and alertness from item to item or 
from day to day. Furthermore, guessing correctly (producing spuriously high scores) comes into 
play, as do memory retrieval problems (leading to incorrect responses and producing spuriously 
low scores). In the same vein, those taking the test may respond in different ways to items because 
of prior experiences. For instance, they may fail items that are typically easier for others (e.g., early 
presidents of the United States) because they are uninterested in the item content, but may answer 
items that are typically more difficult for others (e.g., earth science) because they have a special 
interest in that area. In addition to fluctuation due to the person, external factors may also produce 
these fluctuations. Examples include the time of day in which the test is taken, distractions in the 
testing environment, and examiners’ deviations in administration and scoring.

Reliability is an important precondition for the validity of tests results and their interpreta-
tions. According to the Standards (AERA et al., 1999), “To the extent that scores reflect random 
errors of measurement, their potential for accurate prediction of criteria, for beneficial examinee 
diagnosis, and for wise decision making is limited” (p. 31). This relationship between reliability 
and validity is an important one. In fact, it is this relation that leads us and many other scholars to 
discourage interpretation of less reliable intelligence test subtest scores and encourage interpreta-
tion of more reliable composite scores, such as IQs (see Chapter 6).

Evaluating Reliability and Determining Effects of Error

Although we expect variability stemming from the characteristics of examinees and the circum-
stances external to them, we assume in our measurement that there is consistency in scores across 
replications. This consistency in intelligence test scores is typically evaluated by using three meth-
ods producing reliability coefficients: internal consistency, test–retest reliability, and scorer con-
sistency. Coefficients close to 1.00 indicate high levels of reliability and acceptable levels of mea-
surement error, whereas coefficients below .70 indicate low reliability and unacceptably high levels 
of measurement error (Hunsley & Mash, 2008). For scores from intelligence tests and high-stakes 
diagnosis and eligibility decisions, minimal standards for reliability should be far higher.

Internal Consistency

The type of reliability coefficient most often reported in test technical manuals focuses on item-
level consistency evident in a single testing session. These internal consistency coefficients tend 

The term reliability is used to 
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to be the highest of all reliability coefficients, and they are most frequently used to calculate con-
fidence interval values (see Chapter 6). They are often reported as Cronbach’s coefficient alpha, 
which represents the average item-to-item relations across the entire scale in question. Alternately, 
split-half reliability analysis, which examines the relations between odd and even items or between 
items from the first half and second half of a scale, may be employed. If we assume that all intel-
ligence test subtest items are positively correlated, the greater number of items a subtest includes, 
the higher its internal consistency reliability coefficient will be. This phenomenon is predicted by 
the Spearman–Brown prophecy formula (Brown, 1910; Spearman, 1910). Although these reliability 
analyses are commonly used to determine the internal consistency of intelligence test subtests, the 
internal consistency of resulting composites, such as IQs, are often determined by using subtest 
internal consistency coefficients and subtest intercorrelation values (Nunnally & Bernstein, 1994).

In general, the closer the analysis of reliability is to the item level, the lower the reliabil-
ity will be. Items are most strongly affected by measurement error, but these effects are dimin-
ished as more and more items are considered in concert—from subtest scores, to composite scores 
formed from only a few subtests, and to composite scores stemming from numerous subtests. Thus, 
the most global composites are always the most reliable. When high-stakes decisions are to be 
made, we suggest using a lower-end standard of .90 for internal consistency reliability coefficients 
(Bracken, 1987; McGrew & Flanagan, 1998); scores with values below .90 should not be inter-
preted. We recommend that scores with internal consistency reliability coefficients of .95 or higher 
should be targeted.

Test–Retest Reliability

Evaluation of consistency across replications is most apparent when the same instrument is admin-
istered twice across a brief period (typically a month or less). When the relations between scores 
stemming from these two administrations are quantified by using a statistical technique called the 
Pearson product–moment correlation, an understanding about reliability across time is yielded. To 
the surprise of some, this technique is an appropriate one, because it is insensitive to differences 
in the magnitude of scores from the initial testing to the follow-up testing. As a consequence, the 
resultant correlation value, the Pearson coefficient, will reflect only the extent of relative consis-
tency.

Test–retest reliability coefficients are commonly reported for intelligence test subtests and 
composites, and they may be the only type of reliability coefficient reported for speeded subtests, 
because traditional internal consistency reliability coefficients cannot be calculated for speeded 
subtests (unless advanced item response theory techniques are used). Test–retest reliability coef-
ficients are degraded by multiple influences; both the length of the interval between test and retest 
and the nature of the ability being targeted should be considered in evaluating them. Typically, 
the longer the interval between initial and follow-up testing (e.g., 1 month vs. 6 months), the lower 
the reliability coefficient will be. Furthermore, if the ability being targeted tends to vary because 
of influences associated with the examinee and the effects of testing environment (e.g., Processing 
Speed), test–retest reliability coefficients will tend to be lower than those for abilities that tend to 
be more resistant to these influences (e.g., Crystallized Intelligence). Test–retest reliability coef-
ficients tend to be lower than internal consistency reliability coefficients, and when high-stakes 
decisions are to be made, we suggest using a lower-end standard of .90 (Bracken, 1987; McGrew 
& Flanagan, 1998).
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Scorer Consistency

Those persons scoring intelligence tests also produce measurement error in scores—especially 
when scores are based on subjective judgments about the quality of responses. This type of mea-
surement error is most frequently quantified by interrater agreement indexes and interrater reli-
ability coefficients. Interrater agreement indexes stem from analysis of individual items across a 
subtest, and they are typically reported as a percentage (representing percentage agreement) and 
not as a coefficient. For example, if two raters agree that 5 of 10 responses should earn a point 
and that 3 of the remaining 5 responses should not earn a point, then their percentage agree-
ment in scoring is 80%. In contrast, interrater reliability coefficients typically stem from analysis 
of summed item scores across items obtained from independent scoring of responses across two 
examiners; they are typically the result of Pearson product–moment correlations. To compare and 
contrast these two indexes of scorer consistency, review Table 5.1. Across the 15 items scored on 
a 3-point scale by two raters, the scores were almost identical: 17 for Rater 1 and 18 for Rater 2. 
Furthermore, the average item score for Rater 1 was 1.13, whereas it was 1.20 for Rater 2. When 
the item-by-item agreement in scoring was considered (see “Agreement” column in Table 5.1), the 
interrater agreement index (reported as percentage agreement) was 67%, because only 10 of the 15 
items were scored exactly the same way. When the correspondence of the rank ordering of item-
level scores above and below their respective rater-specific means was considered and reported as 
a Pearson coefficient, the interrater reliability coefficient of .76 was somewhat modest, but higher 
in magnitude than the interrater agreement index.

Based on standards for interrater reliability and interrater agreement for assessment instru-
ments targeting child and adolescent behavioral and emotional problems (e.g., Achenbach, McCo-
naughy, & Howell, 1987; Floyd & Bose, 2003; Hunsley & Mash, 2008), interrater reliability levels 
of .60 or higher and interrater agreement levels of 60% or higher are desirable. Because the range 
of responses is much narrower, and scoring tends to be clearer with intelligence tests subtests than 
many other assessment instruments, reasonable lower-end standards for scorer consistency should 
be .80 for interrater reliability and 80% for interrater agreement.

Validity

Definition

Whereas reliability refers to consistency across replications (e.g., across items, across multiple 
administration of the same tests, or across scorers), validity refers to representing the concept or 
characteristic being targeted by the assessment instrument in a complete and meaningful way. 
According to the Standards (AERA et al., 1999),

Validity refers to the degree to which evidence and theory support the interpretations of test 
scores by proposed uses of tests. Validity is, therefore, the most fundamental consideration in 
developing and evaluating tests. The process of validation involves accumulating evidence to pro-
vide a sound scientific basis for the proposed score interpretations. . . . When test scores are used 
or interpreted in more than one way, each intended interpretation must be validated. (p. 1)

As apparent in this definition, tests do not possess validity; it is a misnomer to refer to a “valid test.” 
Instead, you should refer to “validity of score-based interpretations” and know that that this con-



	 73	

TA
B

LE
 5

.1
. 

A
n 

It
em

-S
co

ri
ng

 E
xa

m
pl

e 
Y

ie
ld

in
g 

In
te

rr
at

er
 A

gr
ee

m
en

t 
an

d 
In

te
rr

at
er

 R
el

ia
bi

lit
y 

C
oe

ffi
ci

en
ts

It
em

 
nu

m
be

r
R

at
er

 1
 

sc
or

e
R

at
er

 2
 

sc
or

e

A
gr

ee
m

en
t a

na
ly

si
s

Pe
ar

so
n 

pr
od

uc
t–

m
om

en
t c

or
re

la
ti

on
 a

na
ly

si
s

A
gr

ee
m

en
t

A
gr

ee
m

en
t 

sc
or

e
R

at
er

 1
 d

ev
ia

ti
on

 
fr

om
 M

R
at

er
 2

 d
ev

ia
ti

on
 

fr
om

 M
P

ro
du

ct
 o

f 
de

vi
at

io
ns

 fr
om

 M
Sq

ua
re

d 
R

at
er

 1
 

de
vi

at
io

n 
fr

om
 M

Sq
ua

re
d 

R
at

er
 2

 
de

vi
at

io
n 

fr
om

 M

 1
2

2
Ye

s
 1

 0
.8

7
 0

.8
0

 0
.6

9
0.

75
 0

.6
4

 2
2

2
Ye

s
 1

 0
.8

7
 0

.8
0

 0
.6

9
0.

75
 0

.6
4

 3
2

2
Ye

s
 1

 0
.8

7
 0

.8
0

 0
.6

9
0.

75
 0

.6
4

 4
2

2
Ye

s
 1

 0
.8

7
 0

.8
0

 0
.6

9
0.

75
 0

.6
4

 5
1

2
N

o
 0

–0
.1

3
 0

.8
0

–0
.1

1
0.

02
 0

.6
4

 6
2

1
N

o
 0

 0
.8

7
–0

.2
0

–0
.1

7
0.

75
 0

.0
4

  7
2

2
Ye

s
  1

  0
.8

7
  0

.8
0

  0
.6

9
0.

75
  0

.6
4

 8
1

1
Ye

s
 1

–0
.1

3
–0

.2
0

 0
.0

3
0.

02
 0

.0
4

 9
1

2
N

o
 0

–0
.1

3
 0

.8
0

–0
.1

1
0.

02
 0

.6
4

10
1

1
Ye

s
 1

–0
.1

3
–0

.2
0

 0
.0

3
0.

02
 0

.0
4

11
0

0
Ye

s
  1

–1
.1

3
–1

.2
0

  1
.3

6
1.

28
  1

.4
4

12
1

0
N

o
 0

–0
.1

3
–1

.2
0

 0
.1

6
0.

02
 1

.4
4

13
0

1
N

o
 0

–1
.1

3
–0

.2
0

 0
.2

3
1.

28
 0

.0
4

14
0

0
Ye

s
 1

–1
.1

3
–1

.2
0

 1
.3

6
1.

28
 1

.4
4

15
0

0
Ye

s
 1

–1
.1

3
–1

.2
0

 1
.3

6
1.

28
 1

.4
4

Su
m

17
18

10
 7

.6
0

9.
73

10
.4

0

A
ve

ra
ge

1.
13

1.
20

Pe
ar

so
n 

co
rr

el
at

io
n

Pe
rc

en
ta

ge
 a

gr
ee

m
en

t
r 

=
Su

m
 o

f p
ro

du
ct

s 
of

 d
ev

ia
ti

on
s 

fo
r 

ra
te

rs
=

7.
60

=
 .7

6
A

gr
ee

m
en

ts
=

10
=

 .6
7,

 o
r 

67
%

Sq
ua

re
 r

oo
t o

f (
sq

ua
re

d 
R

at
er

 1
 

D
ev

ia
ti

on
 fr

om
 M

 ti
m

es
 s

qu
ar

ed
 

R
at

er
 2

 d
ev

ia
ti

on
 fr

om
 M

)

Sq
ua

re
 r

oo
t o

f 
(9

.7
3 

× 
10

.4
0)

To
ta

l i
te

m
s

15



74	A SSESSING INTELLIGENCE IN CHILDREN AND ADOLESCENTS	

cept of validity is conditional, based on the intended uses of those scores. For example, an IQ from 
a test targeting high-ability preschool students might be valid for identifying intellectual gifted-

ness (see Chapter 11), but if several of its subtests 
contributing to the IQ demonstrated floor viola-
tions, it would not be valid for identifying ID (see 
Chapter 10). Thus, details and conditions should be 
specified when you are discussing validity. Asking 
yourself, “Do I have solid evidence supporting my 
use of these scores to reach my goals?” addresses 
this issue well.

As you consider validity evidence supporting uses and interpretations of intelligence tests 
scores, you should consider construct validity as an overarching conceptual framework. The term 
construct refers to the concept or characteristic that the assessment instrument is intended to 
measure, and in the case of intelligence tests, the construct is typically a cognitive ability. For 
example, measures of psychometric g represent abstract reasoning and thinking, the capacity to 
acquire knowledge, and problem-solving ability (Neisser et al., 1996). From this perspective, both 
test authors and test users should consider and articulate what construct is being targeted by all 
scores. In doing so, they must consider both (1) how fine-grained or global the intended interpre-
tation is, and (2) what evidence has supported their favored interpretation. For example, does an 
intelligence test subtest requiring children to provide definitions to English words measure psy-
chometric g, Crystallized Intelligence, word knowledge, the ability to articulate word definitions, 
listening ability, an enriched language environment, expressive language skills, long-term memory, 
concept formation, or executive system functioning? Of course, it is extremely rare that interpreta-
tions of scores are limited to only one meaning, but the wide array of constructs presented in this 
sample seems to represent what Kelley (1927) called the jingle–jangle fallacy. The jingle fallacy 
refers to using the same label to describe different constructs, and the jangle fallacy, which is more 
relevant to this example, refers to using different labels to describe similar constructs. Because of 
such problems in selecting the targeted construct, you must rely on theory and prior research (as 
described in Chapters 1 and 2) to develop an explicit statement of the proposed interpretation of 
your scores or score patterns. This validity argument can then be evaluated on the basis of existing 
evidence.

Evaluating Validity Evidence

Although the classic tripartite model of validity (focusing on apparently distinct types of validity—
content, criterion-related, and construct) is still employed in some test technical manuals and in 
some of the psychology literature, this model is outdated. Modern conceptions of validity represent 
validity as a unitary concept; evidence of all types informs the construct validity of the inferences 
drawn from assessment results and subsequent decisions. Consistent with the Standards (AERA et 
al., 1999), this validity evidence can be compartmentalized into five validity strands: (1) evidence 
based on test content, (2) evidence based on response processes, (3) evidence based on internal 
structure, (4) evidence based on relations with other variables, and (5) evidence based on the con-
sequences of testing.

A body of validity evidence should be evaluated by considering potential confounds in mea-
surement that may undermine valid interpretations. The Standards document refers to these 

Validity refers to representing 
the concept or characteristic 
being targeted by the assessment 
instrument in a complete and 
meaningful way.
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potential confounds as rival hypotheses and encourages consideration of both construct under-
representation and construct-irrelevant variance. According to the Standards (AERA et al., 1999),

Construct underrepresentation refers to the degree to which a test fails to capture important 
aspects of the construct. It implies a narrowed meaning of test scores because the test does not 
adequately sample some types of content, engage some psychological processes, or elicit some 
ways of responding that are encompassed by the intended construct. Take, for example, a test of 
reading comprehension intended to measure children’s ability to read and interpret stories with 
understanding. A particular test might underrepresent the intended construct because it does not 
contain a sufficient variety of reading passages or ignored a common type of reading material. As 
another example, a test of anxiety might measure only physiological reactions and not emotional, 
cognitive, or situational components. (p. 10)

Construct irrelevance refers to the degree to which test scores are affected by processes that 
are extraneous to the test’s intended construct. The test scores may be systematically influenced 
to some extent by components that are not part of the construct. On a reading comprehension test, 
construct-irrelevant components might include an emotional reaction to the test content, familiar-
ity with the subject matter of the reading passages on the test, or the writing skill needed to com-
pose a response. On an anxiety self-report instrument, a response bias leading to underreporting 
of anxiety might be a source of construct-irrelevant variance.

Using the concept of construct validity espoused in the Standards, and considering both 
construct underrepresentation and construct irrelevance as contributors to rival hypotheses, you 
should evaluate evidence for its contribution to interpretations and to revealing potential sources 
of invalidity. We discuss each type of validity evidence and address its contribution to identifying 
construct underrepresentation and construct irrelevance in the sections that follow.

Content

Evidence based on test content refers to substantiation that an instrument’s items accurately repre-
sent the targeted construct or constructs in a complete, accurate, and unbiased manner. According 
to the Standards (AERA et al., 1999), “test content refers to the themes, wording, and format of the 
items, tasks, or questions on a test, as well as the guidelines for procedures regarding administra-
tion and scoring” (p. 11). As evident in Table 5.2, item development based on theory, prior litera-
ture, and existing diagnostic systems can support the validity of test items. After these items are 
developed, their evaluation by content experts and after use in item tryouts in the field contribute 
to such evidence. Although validity evidence based on content is often based on only human judg-
ment, statistical methods may also be used to test validity arguments.

Response Processes

Evidence based on response processes refers to substantiation of the real or hypothesized behav-
iors that test takers follow when completing items. Typically, inferences made about psychologi-
cal processes or cognitive operations must be drawn from responses to test stimuli. As evident in 
Table 5.2, these responses can be inferred from review of test stimuli. For example, cognitive tasks 
can be dissected into their component operations (see Carroll, 1993); reviewers can evaluate test 
items to determine their match with the targeted response processes; and text can be analyzed 
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by using readability and cohesion metrics (Flesch, 1949; Graesser, McNamara, Louwerse, & Cai, 
2004). Individuals taking the test can inform us about the accuracy of our validity arguments. For 
example, test takers may be asked to “think aloud” during test completion or to respond to ques-
tions about strategies they used (see Ericsson & Simon, 1993), and their responses can be evalu-
ated to identify themes consistent with the targeted constructs. More sophisticated methods, such 
as eye-tracking technology and recording of response times (see Carpenter, Just, & Shell, 1990), 
also provide validity evidence based on response processes. Despite the promise of these methods, 
they are rarely applied to intelligence tests and almost never addressed in test technical manuals. 

TABLE 5.2. D efinitions of and Methods to Demonstrate the Five Strands of Validity Evidence

Evidence based on test content—substantiation that an instrument’s items accurately represent the 
targeted constructs in a complete, accurate, and unbiased manner.

•• Development of items based on strong theory, literature review, established educational or 
psychiatric diagnostic classifications, and review of case histories

•• Expert analysis of gender, racial, cultural, or age bias in items
•• Review and item tryouts by test users in applied settings
•• Statistical analyses of items (e.g., differential item functioning, point–biserial correlations, and item 

characteristic curve analyses)

Evidence based on response processes—substantiation of the real or presumed behaviors that test takers 
exhibit when completing subtest items.

•• Evaluation of instrument instructions and response formats
•• Observations of test takers’ behaviors (e.g., eye movements) during completion of items
•• Interviews with test takers about thought processes during completion of subtest items
•• “Think-aloud” protocols with test takers during completion of subtest items
•• Task decomposition analyses of subtest items

Evidence based on internal structure—substantiation that an instrument’s item-level or summative scores 
are related to other measures from the instrument in the manner expected.

•• Correlations between items within a subtest
•• Correlations between subtest scores
•• Exploratory factor analysis (EFA)
•• Confirmatory factor analysis (CFA)

Evidence based on relations with other variables—substantiation that item-level or summative scores 
from an instrument relate in a systematic way with other measures, such as scores from other instruments, 
demographic variables (e.g., age and gender), and educational or diagnostic classifications.

•• Correlations with measures of the same or similar constructs
•• Correlations with measures of distinct or dissimilar constructs
•• Correlations with scores from well-validated instruments
•• Prediction of current or future phenomena
•• Group difference analyses (a.k.a. clinical group comparisons)

Evidence based on the consequences of testing—substantiation that scores and decisions based on them 
produce intended and not unintended consequences for those completing the test.

•• Evaluation of treatment utility
•• Evaluation of classification rates of racial/ethnic groups as disabled versus not disabled

	

Note. Content is based in part on Table 2 from Floyd and Bose (2003).
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Internal Structure

Evidence based on internal structure refers to substantiation that a test’s items or resultant scores 
are related to other variables from the test in the expected manner. (If the relations are with some 
other variables external to the test, another type of validity evidence is considered, as we dis-
cuss in the next section.) As evident in Table 5.2, correlations between item scores and subtest or 
composite scores, between subtest scores, and between composite scores provide such evidence. 
These correlations are typically Pearson correlations or variants of them. In some instances, cor-
relations between item scores, as also evaluated in internal consistency analysis (described previ-
ously), contribute such validity evidence. Perhaps the most sophisticated methods for examining 
internal structure of tests are exploratory factor analysis (EFA) and confirmatory factor analysis 
(CFA), as described in Chapter 1. These analyses may use item scores to study the latent variables 
underlying patterns of correlations, but most of the research with intelligence tests (especially that 
presented in test technical manuals) focuses on relations between subtest scores. As made evident 
in Chapter 1, factor analysis has provided strong evidence for the structure of human cognitive 
abilities. It helped to form the foundation for psychometric theories of intelligence, and it continues 
to offer insights today (Keith & Reynolds, 2010, 2012).

External Relations

To establish the meaning of test scores, they must be related to external criteria. The main goal 
when investigating the external relations of a test is to examine the pattern of relations between 
measures of the constructs targeted by the test and other measures and variables, such as scores 
from other instruments, demographic variables (e.g., age and gender), and educational or diag-
nostic classifications. Construct validity is supported when the pattern of relations between test 
scores and the external criteria is both rational and consistent with hypotheses based on theory. 
Conversely, construct validity is not supported when the pattern of relations cannot be explained 
by hypotheses based on theory (Benson, 1998). This type of validity evidence seems to be most 
prevalent in test technical manuals and in the research literature; it often composes more than half 
of the validity evidence presented in test technical manuals.

Evidence of external relations includes correlations between measures of the same or similar 
constructs, often called convergent relations, as well as correlations between measures of dis-
similar constructs, often called discriminant relations. Analysis of convergent and discriminant 
relations tends to be theoretically focused, whereas analysis of criterion-related validity tends 
to be more practical. For example, it makes sense that scores from a new intelligence test would 
correlate highly with those from an older “classic” intelligence test if both were administered to 
the same children over a brief period. Such evidence would yield concurrent validity evidence 
for the new test when compared to the “gold standard” criteria yielded by the older, classic intel-
ligence test. Furthermore, when examining criterion-related validity, important social and educa-
tional outcomes may serve as criteria for comparison. For example, as described in Chapter 1, IQs 
demonstrate strong predictive validity evidence by yielding sizeable, positive correlations with 
long-term academic outcomes. Again, correlations reflecting convergent and discriminant rela-
tions and concurrent and predictive validity evidence are typically Pearson correlations. Finally, 
validity evidence from external relations can also surface from comparisons of known groups (often 
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clinical groups, such as children with learning disabilities or attention-deficit/hyperactivity disor-
der [ADHD]) known to differ on the construct being measured. Such results produce what some 
researchers (e.g., Floyd, Shaver, & McGrew, 2003; Haynes, Smith, & Hunsley, 2012) call discrimi-
native validity (not discriminant validity) evidence.

Consequences

Evidence based on the consequences of testing refers to substantiation that scores and decisions 
based on them produce intended and not unintended consequences for those taking the tests, 
depending on the purpose of the assessment. In terms of intended consequences, some assert 
that treatment utility (Hayes, Nelson, & Jarrett, 1987; Nelson-Gray, 2003)—evidence that mea-
surable benefits stem from test interpretation—provides positive evidence supporting intended 
consequences. Others have argued that overrepresentation and underrepresentation of certain 
racial/ethnic minority groups in special education constitute evidence of invalidity in assessment. 
This type of validity evidence, however, is understudied and poorly understood (see Braden & 
Kratochwill, 1997; Cizek, Bowen, & Church, 2010). Many researchers are uncertain about the 
inclusion of this type of validity evidence along with the other four, because it does not appear to 
be a relevant criterion for evaluating the validity of certain instruments. For example, do yardsticks 
provide invalid measures of height because basketball players are taller on average than the gen-
eral population? Obviously, they are not. On the one hand, we appreciate that the inclusion of this 
type of validity evidence challenges us to enhance the body of support for the positive outcomes 
of test results; on the other hand, we fear that excessive emphasis on negative consequences—
without carefully designed scientific research studies and clear thinking—will lead to unfounded 
animosity directed toward testing in schools and related settings, due to presumed invalidity and 
bias. (See Chapter 13 for further discussion of test bias.)

Making Sense of Validity Evidence

As we have stated previously, when validity evidence is being considered, details and conditions 
should be specified. Asking, “Do I have solid evidence supporting my use of these scores to reach 
my goal?” ensures consideration of these details and conditions. According to the Standards 
(AERA et al., 1999), “A sound validity argument integrates various strands of evidence into a coher-
ent account of the degree to which existing evidence and theory support the intended interpreta-
tion of test scores for specific uses” (p. 17). Many argue that the validation of any instrument and 

its scores is an ongoing process, but there is proba-
bly a point at which there is a “good enough” body 
of validity evidence for the provisional application 
of test score interpretation.

Selecting the Best Test for Your Needs

Following the Standards, you should be able to (1) consider both the context of the assessment and 
the personal characteristics and background of each child or adolescent you are slated to assess and 
(2) select tests that most accurately measure the child or adolescent’s cognitive abilities. However, 

When validity evidence is being 
considered, details and conditions 
should be specified.
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doing so is no easy feat. You must first consider the stakes involved in the assessment. Most deci-
sions involving intelligence tests are high-stakes decisions, such as diagnosis or eligibility deter-
mination. These decisions require higher standards of evidence, and this requirement should lead 
you to employ a more conservative approach to score interpretation. Then, you must consider the 
quality of the norms, the reliability of resultant scores, and validity evidence for the intelligence 
tests available to you. These steps can easily be completed in general, but you must also consider 
carefully the individual’s characteristics, including age, presenting problems, sensory acuity, motor 
development, language proficiency, background characteristics, and so on, when selecting intel-
ligence tests to administer to him or her.

In order to address these goals, you should seek out published test reviews of intelligence 
tests. Perhaps the best source for such reviews is the Buros Center for Testing (www.buros.org), 
formerly the Institute for Mental Measurements, which publishes a series of Mental Measurement 
Yearbooks. Furthermore, several peer-reviewed journals—including Assessment for Effective 
Intervention, the Canadian Journal of School Psychology, and the Journal of Psychoeducational 
Assessment—publish test reviews. Although such narrative reviews do not provide systematic, 
objective evaluations of the tests they target, they can pave the way for your careful review of tests.

The benefit of reading a test’s technical manual from cover to cover, however, cannot be under-
stated. As you do, you should pay particular attention to the norming process, review the norm 
table for scaling problems, evaluate the reliability estimates for the scores you are likely to inter-
pret, and consider the sources of validity evidence. Furthermore, you should consider these test 
properties and score properties for the specific child or adolescent you will be testing. You should, 
for example, compare your child’s characteristics to those of the norm sample and consider scaling 
issues subtest by subtest, reliability estimates score by score, and validity evidence appropriate for 
the child’s age and for the referral concern. To assist you in this process, we have reviewed, evalu-
ated, and described characteristics of the most prominent full-length intelligence tests, nonverbal 
intelligence tests and related composites, and brief and abbreviated intelligence tests in Chapter 7. 
We have also provided, in Form 5.1, a form for evaluating and selecting the best intelligence test 
for your needs. This checklist addresses basic demographic characteristics, the referral concern, 
results from your screening (see Chapter 4), test norming, and measurement properties associated 
with varying score types.

Summary

This chapter has highlighted standards guiding the selection and use of tests, and it has reviewed 
their most critical characteristics. We encourage you to promote measurement integrity through 
careful test reviews and test selection before you begin testing, rather than calling on this infor-
mation after you have noticed an oddball score or two that does not fit with the remainder of the 
information from your assessment. The intelligence tests available to you are stronger than ever 
before. Your efforts to choose the best tests for your needs should yield dividends in your produc-
ing more accurate and meaningful results for those children or adolescents you test, as well as for 
their families and their educators.
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From John H. Kranzler and Randy G. Floyd. Copyright 2013 by The Guilford Press. Permission to photocopy this form is 
granted to purchasers of this book for personal use only (see copyright page for details). Purchasers can download this form at 
www.guilford.com/p/kranzler.

Form 5.1

Intelligence Test Measurement Properties Review Form

Name of child or adolescent:  	

Age in years and months:  	
Referral concern:  	
	

Screening Results
�� Visual acuity problems
�� Color blindness
�� Auditory acuity problems
�� Articulation problems

�� Fine motor problems
�� Noncompliance
�� Limited English proficiency
�� Acculturation problems

Targeted intelligence test:  	

Norming Information

Last year of norming data collection (see tables in Chapter 7)  	

	   10 years ago or less	   15 years ago or less	   More than 15 years ago

Age range of norm table block applicable to examinee (e.g., 3.0- to 3.3-year-olds or 7-year-olds):

	

Number or estimated number of participants in norm table block (see Age unit/block in tables in Chapter 7)

	   100 or more	   50 to 99	   49 to 30	   Under 30

Score Type
Stratum III composites (i.e., IQs)

Maximum norm-referenced score:  					    	   Ceiling violation

Minimum norm-referenced score:  					    	   Floor violation

Internal consistency reliability:  					     	   Under .95

Test–retest reliability:  						      	   Under .90

Validity evidence:		   Content	   Response processes	   Internal structure

			     External relations	   Consequences

Stratum III composites (i.e., IQs)

Maximum norm-referenced score:  					    	   Ceiling violation

Minimum norm-referenced score:  					    	   Floor violation

Internal consistency reliability:  					     	   Under .95

Test–retest reliability:  						      	   Under .90

Validity evidence:		   Content	   Response processes	   Internal structure

			     External relations	   Consequences
(continued)



	 81	

Intelligence Test Measurement Properties Review Form  (page 2 of 3)

Stratum II composites (e.g., broad ability composites)

	 Score type:	   Deviation IQ score	   T score	   Scaled score

Composite 1:  							     

Maximum norm-referenced score:  					    	   Ceiling violation

Minimum norm-referenced score:  					    	   Floor violation

Internal consistency reliability:  					     	   Under .95

Test–retest reliability:  						      	   Under .90

Validity evidence:		   Content	   Response processes	   Internal structure

			     External relations	   Consequences

Composite 2:  							     

Maximum norm-referenced score:  					    	   Ceiling violation

Minimum norm-referenced score:  					    	   Floor violation

Internal consistency reliability:  					     	   Under .95

Test–retest reliability:  						      	   Under .90

Validity evidence:		   Content	   Response processes	   Internal structure

			     External relations	   Consequences

Composite 3:  							     

Maximum norm-referenced score:  					    	   Ceiling violation

Minimum norm-referenced score:  					    	   Floor violation

Internal consistency reliability:  					     	   Under .95

Test–retest reliability:  						      	   Under .90

Validity evidence:		   Content	   Response processes	   Internal structure

			     External relations	   Consequences

Composite 4:  							     

Maximum norm-referenced score:  					    	   Ceiling violation

Minimum norm-referenced score:  					    	   Floor violation

Internal consistency reliability:  					     	   Under .95

Test–retest reliability:  						      	   Under .90

Validity evidence:		   Content	   Response processes	   Internal structure

			     External relations	   Consequences
 
 
 
 

(continued)
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Intelligence Test Measurement Properties Review Form  (page 3 of 3)

Composite 5:  							     

Maximum norm-referenced score:  					    	   Ceiling violation

Minimum norm-referenced score:  					    	   Floor violation

Internal consistency reliability:  					     	   Under .95

Test–retest reliability:  						      	   Under .90

Validity evidence:		   Content	   Response processes	   Internal structure

			     External relations	   Consequences

Composite 6:  							     

Maximum norm-referenced score:  					    	   Ceiling violation

Minimum norm-referenced score:  					    	   Floor violation

Internal consistency reliability:  					     	   Under .95

Test–retest reliability:  						      	   Under .90

Validity evidence:		   Content	   Response processes	   Internal structure

			     External relations	   Consequences

Subtest scores

Ceiling violations (list subtests; see tables in Chapter 7 for indications):  	

	

	

	

	

Floor violations (list subtests; see tables in Chapter 7 for indications):  	

	

	

	

	

Item gradient violations (list subtests’ and the raw scores associated with violations):  	

	

	

	

	

Notes:
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Chapter 6

Interpreting Intelligence Test Scores

According to the Merriam–Webster Dictionary, the verb interpret means “to explain or tell the 
meaning of ” and “to present in understandable terms,” and the noun interpretation means “the act 
or the result of explanation.” This chapter focuses on interpretation of an examinee’s responses and 
resulting scores. It targets interpreting data from qualitative and quantitative perspectives, using 
interpretive strategies that are based on an understanding of the nature of and relations between 
cognitive abilities, and relying on the scientific research base. This chapter begins with discussion 
of general frameworks applied during interpretation, and it continues with discussion of scores 
commonly yielded by intelligence tests. It ends with a description of strategies for score interpreta-
tion that are consistent with standards for evidence-based practice.

Foundations for Interpretation

Interpretive frameworks for understanding performance on intelligence tests generally fall along 
two dimensions (see Floyd & Kranzler, 2012). One dimension reflects the contrast between inter-
pretation of qualitative and quantitative data. Qualitative approaches draw meaning from differ-
ences in the kinds of behaviors exhibited by those being tested. Narrative descriptions of odd test 
behaviors, recordings of vocalizations, and patterns of errors across items are examples of quali-
tative data. In contrast, quantitative approaches draw meaning from the numbers derived from 
assessment. IQs and frequency counts are examples of quantitative data.

The second dimension reflects the contrast between nomothetic and idiographic interpreta-
tions (Allport, 1937). Nomothetic interpretations are based on comparison of attributes of an indi-
vidual to a larger group (e.g., a norm group). These interpretations are interindividual in nature 
and reflect the relative standing of the individual on some measurement; they are norm-based. 
Idiographic interpretations are based on understanding the attributes of an individual—all other 
things being equal. For example, reviewing a child’s developmental history and considering the 
types of errors made during completion of an intelligence test subtest are consistent with the 
idiographic approach. Furthermore, idiographic interpretations may also reflect the comparison 
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of some of an individual’s attributes to his or her other attributes. These interpretations are intra-
individual in nature (a.k.a. person-relative). In this section of the chapter, we consider these two 
dimensions in concert as we organize discussion of interpretive methods and specific score types.

Qualitative Idiographic Approaches

There is a tradition of applying qualitative and idiographic approaches to interpretation of intel-
ligence tests and related assessment instruments, and this tradition is particularly strong in clinical 
neuropsychology (Semrud-Clikeman, Wilkinson, & Wellington, 2005). These approaches make 
use of the extremely rich data that stem from testing sessions. In essence, every purposeful behav-
ior and involuntary response by the person being tested produces qualitative and idiographic data 
that can be interpreted as meaningful and relevant to the presenting problem. An examinee’s trem-
bling voice, shaking hands, and sweat on the brow may indicate excessive anxiety and perhaps fear. 
Refusal to remain seated during testing, excessive fidgeting, and impulsive responding to test items 
may indicate attention-deficit/hyperactivity disorder (ADHD). Vocalized self-derision (e.g., “I am 
so stupid; I just can’t do math”) and statements indicating hopelessness (e.g., “I’ll never be good 
at reading”) may indicate a depressive disorder. Asking for orally presented items to be repeated 
may indicate a hearing problem, just as an examinee’s moving his or her face closer to or farther 
away from words printed on a page may indicate a vision problem. Rare behaviors by examinees, 
such as frequent rotations on block construction tasks, cursing, and bizarre statements, may also 
reflect brain injuries or serious mental disorders. On the other hand, an examinee’s behaviors may 
indicate adaptive strategies. For example, examinees may benefit from counting on their fingers or 
“writing” a math problem with a finger on the table. Others may benefit from closing their eyes to 
screen out distractions or using rehearsal strategies when asked to repeat orally presented informa-
tion.

It is important to consider qualitative idiographic data during completion of a comprehensive 
assessment. Such data aid in understanding the whole child and in generating ideas for interven-
tion strategies that might otherwise be overlooked if only quantitative data are considered. The 
one-on-one interactions between examiner and examinee during testing sessions provide 
opportunities—perhaps unique ones—for carefully studying behaviors that may be meaningful 

and relevant to the presenting problem. For exam-
ple, an adolescent’s facial tics or petit mal seizures 
may have previously been overlooked by teachers, 
parents, and other adults in his or her life, and keen 
observations of the adolescent during testing may 
lead to identification of associated disorders. The 
potential of these data for generating hypotheses to 
be evaluated via more objective and ecologically 
valid methods cannot be ignored.

In fact, there is little to no evidence supporting the validity or utility of such qualitative 
idiographic approaches for assessing high-incidence disabilities. In addition, there is a real threat 
of invalid inferences and other decision-making errors based on the nature of the assessment 
methods underlying them. These data are typically most useful in a highly limited manner for 
informing statements about the validity of the quantitative scores yielded by intelligence tests 
(see Chapter 4).

Interactions between examiner 
and examinee during testing 
sessions provide opportunities to 
carefully study behaviors that may 
be meaningful and relevant to the 
presenting problem.
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Quantitative Idiographic Approaches

Quantitative and idiographic methods to interpretation are relatively uncommon in the intelligence-
testing literature. Raw scores from individual subtests also fall into this category; the adjective raw 
refers to the fact that the score is not changed in any way. The raw scores most typically mentioned 
in test manuals and research represent the number of correct responses, the number of points 
earned, or the number of errors made during a subtest; they are sums calculated from item-level 
scores. Everyone understands when these raw scores are used to calculate percentage correct 
(another quantitative idiographic variable). For example, a child who correctly completes 16 of 
20 items receives a percentage correct score of 80%. Most intelligence test subtests include items 
that increase in difficulty, so it is extremely uncommon to calculate and report percentage correct 
scores based on item scores. Percentage correct scores should not be confused with percentile rank 
values, which are discussed later in this chapter.

There are substantial limitations in interpreting raw scores. Because item-based scores tend to 
be highly unreliable, notable variation in the total number of raw score points due to error should 
also be expected, and there is no easy way to adjust these raw scores to control for this error. By 
nature, raw scores also lack meaningfulness in determining whether the performance yielding 
them can be considered “normal” or “abnormal.” For instance, a raw score of 10 on a subtest target-
ing vocabulary knowledge may be well above average for a 5-year-old in comparison to same-age 
peers, but well below average for an 18-year-old. The process of norm referencing addresses this 
limitation; raw scores are the foundation for the vast majority of the other scores in the quantitative 
nomothetic category.

In recent decades, advances in psychometrics, particularly item response theory (see Embret-
son & Reise, 2000), have permitted for the transformation of raw scores into more refined scores 
that have equal units along their scales. Examples include ability scores from the Differential Abil-
ity Scales—Second Edition (DAS-II; Elliott, 2007); change-sensitive scores from the Stanford–
Binet Intelligence Scales, Fifth Edition (SB5; Roid, 2003); and W scores from the Woodcock–
Johnson III Tests of Cognitive Abilities (WJ III COG; Woodcock, McGrew, & Mather, 2001; see 
Chapter 7 for more details about these tests). These scores are absolute in measuring the targeted 
ability (unlike norm-referenced scores) and may be useful in examining change in the abilities 
underlying test performance across time. However, most test users do not attend to and interpret 
these scores. Although such scores offer promise in evaluating change over time (e.g., in progress 
monitoring; see Chapter 9), intelligence tests were not developed for this purpose.

As described briefly in Chapter 4 and consistent with Feuerstein’s test–teach–test method 
mentioned in Chapter 13, testing of limits, a technique conducted after completion of the stan-
dardized administration, can facilitate another type of quantitative idiographic interpreta-
tion. For  example, if a child seems to misunderstand a lengthy question during standardized 
administration of a test of knowledge, you could reword that question—clarifying the points of 
confusion—and determine whether your rewording elicits the response that was targeted. Typi-
cally, performance after this testing-of-limits “intervention” is compared informally to that of the 
original performance—in a qualitative manner. Such methods have been standardized in some 
tests, such as the Wechsler Intelligence Scale for Children—Fourth Edition Integrated (WISC-
IV Integrated; Kaplan et al., 2004), as described in Chapter 4; however, differences between the 
original and follow-up testing conditions are tainted by confounds, such as carryover effects and 
guessing.
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Finally, this category includes ipsative analysis, an intraindividual or person-relative com-
parison of scores that is sometimes called profile analysis. Although the scores included in an ipsa-
tive analysis are typically based on reference to a norm group, it is the comparison of these scores 
for an individual that makes them idiographic. These scores may be subtest scores or composite 
scores, but the subtest-level ipsative analysis has historically been most common. Ipsative analysis 
has typically involved calculation of the average across subtest scores and subsequent comparison 
of each subtest score to that average. When the difference between a subtest score and the average 
of other scores is substantial and the subtest score in question is higher than the average, the sub-
test score is interpreted as indicating a relative strength. In contrast, when the difference between 
a subtest score and the average of other scores is substantial and the subtest score in question is 
lower than average, the subtest score is interpreted as indicating a relative weakness. In some 
schemes, these labels can be applied only if the difference between the average across scores and 
the score in question is not likely to have happened by chance (i.e., is statistically significant), and 
if such a difference can be considered rare.

Despite the intuitive appeal of conducting an ipsative analysis of subtest scores, a sizeable body 
of evidence has indicated that this practice is fraught with error and that it does not contribute to 
diagnostic or treatment utility (for a review, see Watkins, Glutting, & Youngstrom, 2005). Unlike 
the overall score on intelligence tests, patterns of relative strengths and relative weaknesses for 
individuals tend to have rather poor stability. In addition, as mentioned in Chapter 1, they add little 
to prediction of important criteria beyond psychometric g. Moreover, at the current time, the results 
of ipsative analysis do not improve diagnostic accuracy and do not help with treatment planning. 
Not only are patterns of subtests ineffective for group differentiation (e.g., those with and without 

specific learning disability [SLD]), but the average 
profile within any diagnostic category does not char-
acterize the profiles of every member of that group. 
Specific profiles of a particular diagnostic group also 
may be characteristic of members in other groups. 
Although conducting ipsative analysis at the com-

posite score level has been increasingly recommended over the past decade (e.g., see Flanagan & 
Kaufman, 2009; Lichtenberger & Kaufman, 2009)—in part due to the higher reliability estimates 
supporting composite scores than subtest scores, as well as closer ties to prominent models of cogni-
tive abilities—the most salient criticisms of subtest-level profile analysis also apply to composite 
score profiles. Composite-level ipsative analysis methods have been evaluated far less than those at 
the subtest level, but at present there is very little evidence to suggest that the subtest or composite 
score differences on intelligence tests can be used to improve decisions about individuals.

Qualitative Nomothetic Approaches

Interpretive methods that focus on the kinds of behaviors—not numerical counts of them—
exhibited during testing, and that compare these behaviors to some group-based standard, are 
extremely uncommon. In fact, by definition, all nomothetic approaches are necessarily quantita-
tive; however, a few interpretive approaches come closest to representing this category. For exam-
ple, examiners using the WISC-IV Integrated (Kaplan et al., 2004) can (1) observe and record 
qualitative behaviors, such as requests for item repetition, pointing responses, and use of extra 

Conducting an ipsative analysis of 
subtest scores is fraught with error 
and does not contribute to diagnostic 
or treatment utility.
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blocks and breaks in the final configurations; and (2) determine how rare such behaviors are when 
compared to those observed in the normative group. In general, such interpretive approaches 
enhance the meaningfulness of more basic qualitative observations and are intriguing—but in the 
absence of a clear pattern of external correlates, test users should probably avoid them.

Quantitative Nomothetic Approaches

Intelligence test interpretation has strong quantitative and nomothetic foundations. As described 
in detail in Chapter 2, the foundation for understanding and measuring intelligence in the prac-
tice of psychology is the normal curve (see Figure 2.1). The normal curve represents very well the 
patterns of individual differences across cognitive abilities of varying levels of generality (Carroll, 
1993). Individual differences in cognitive abilities are inferred from the deviation of the indi-
vidual’s performance from the average performance determined from testing large groups of indi-
viduals with similar characteristics (e.g., age). For intelligence tests, the expectation is that this 
group—the norm group—is large and representative of the population as a whole (see Chapter 5). 
Below, we address scores derived from such groups.

Age‑Level and Grade‑Level Referenced Scores

Some, but very few, modern intelligence tests yield both age and grade equivalent scores. Inter-
pretation of these scores is reflective of a quantitative and nomothetic approach, but they differ in 
many ways from both (1) a focus on individual differences (as described earlier in the chapter) and 
(2) the most commonly used norm-referenced scores, standardized scores and percentile ranks 
(described later).

Age Equivalents

Age equivalents typically represent the age level at which the typical score (i.e., the mean or median 
score) on a subtest is the same as an examinee’s raw score. More specifically, they reflect the level 
of development at which the typical raw score earned by a particular age group equals the raw 
score earned by an individual. Age equivalents are typically expressed in years and months with a 
hyphen or dash between them, such as 7-1, 8-11, and 10-10. Traditionally (but erroneously), such 
scores have been interpreted as reflecting “mental age,” and inferences indicating that a child has 
the “mind of a 2-year-old” have been drawn from them.

Age equivalents are gross representations of an individual’s level of development inferred 
from cross-sectional patterns of scores from a norming sample. The comparisons across age levels 
are statistical and not necessarily related to particular developmental milestones; age equivalents 
do not reference criteria that should be met at a certain age (e.g., being able to speak in three-word 
sentences by age 2 or being able to identify all the continents by age 9). Because the reference 
point at every age level is the mean or median score for that small group, age equivalents also do 
not reference the range of individual differences in abilities at every age level. In the same vein, 
they do not indicate that about half of children at every age level (e.g., at 7 years, 1 month) would 
obtain a higher raw score and that about half of children at that age level would obtain a lower 
raw score. Nor do they indicate how deviant a child is from expectations based on comparisons to 
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same-age peers. Finally, like the raw scores on which they are based, age equivalents have unequal 
units along their scale, and are prone to increases or decreases due to error in measurement. For 
example, a 1-point increase in a raw score may mean a 2-year increase in age equivalents at some 
age levels and 1/3-year increase at other age levels. Although well-scaled items (due to improved 
scaling technology) have lessened problems with unequal units along age equivalent scales, these 
scores are particularly prone to overinterpretation because of the sensitivity of age equivalents to 
error in measurement.

Grade Equivalents

Like age equivalents, grade equivalents typically represent the grade level at which the typical 
score on a subtest is the same as an examinee’s raw score. More specifically, they reflect the partic-
ular point in the school year at which the typical raw score earned by a grade-based group equals 
the raw score earned by an individual. Grade equivalents are typically expressed in grade levels 
and months of the school year (10 months at most are considered; 0 is September), with a decimal 
point in between them, such as 7.1, 8.9, and 10.5. (If the value on the right side of the point exceeds 
9, the score is probably an age equivalent.) Grade equivalents are more frequently interpreted 
when yielded by achievement tests than when yielded by intelligence tests. For example, one might 
conclude (albeit erroneously) that “My first grader is reading on a fifth-grade level.”

Like age equivalents, the comparisons across grade levels and months of the school year are 
statistical and not content-related; grade equivalents do not reference criteria that should be met 
in a certain grade or school curriculum. They also do not indicate that about half of children at the 
grade level associated with the score in question would obtain a higher raw score and that about 
half of children at that grade level would obtain a lower raw score. Nor do they indicate how devi-
ant a child is from expectations based on comparison to same-grade peers. They also have unequal 
units along their scale. Furthermore, their use assumes that growth in abilities is consistent across 
the academic year and across school years, and this is clearly not the case in the achievement areas 
(Nese et al., 2012; Skibbe, Grimm, Bowles, & Morrison, 2012). Grade equivalents are not produced 
by most intelligence tests; of all the intelligence tests described in Chapter 7, only the WJ III COG 
(Woodcock et al., 2001) produces grade equivalents.

Scores Derived from Age‑ and Grade‑Based Norms

The most commonly used and useful scores from intelligence tests represent individual differences 
in abilities inferred from the deviation of the individual’s performance from the average perfor-
mance of a group to which they belong. They are standardized scores and percentile ranks, and 
they overcome many of the limitations of age equivalents and grade equivalents.

Norm Groups

As described in Chapter 5, norm groups are the products of field testing, standardization, and 
norming, and they allow for a better understanding of typical levels of performance and variation 
around it at different levels of development. Age-based norms are the most common type of norms 
used with intelligence tests. Some intelligence tests cover an extremely broad age range (from tod-
dlerhood to late adulthood), whereas others cover a more narrow age range. In traditional norming 
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procedures, as discussed in Chapter 5, a sizeable sample of volunteers at every age level com-
pletes the intelligence tests under standardized conditions. From their performance, descriptive 
statistics (e.g., means and standard deviations) are obtained; each raw score is transformed into a 
standardized score (sometimes through an intermediate score based on item response theory); and 
norm tables are constructed to link those raw scores to the norm-referenced scores for test users. 
First, we discuss the general class of norm-referenced scores called standardized scores, and then 
we discuss the associated percentile ranks.

Standardized Scores

Standardized scores stem from the comparison of raw scores (or sums of any type of scores) to a 
mean score from a group with reference to the standard deviation of that group. Most graduate 
students and professionals with undergraduate training in statistics are familiar with the formula 
for calculating z scores as part of their training in use of statistical tests. For any distribution, z 
scores have a mean of 0 and a standard deviation of 
1, and they typically range from –3.0 to 3.0. Positive 
z scores indicate that the raw score in question is 
higher in magnitude than the mean for the sample, 
and negative z scores indicate that the raw score in 
question is lower in magnitude than the mean for 
the sample.

A z score for an individual can be calculated as a difference between an obtained score (X) and 
a sample mean (M) divided by the standard deviation (SD) from the sample.

 −= X M
z

SD

For example, if the average raw score across 100 third graders who completed a vocabulary subtest 
was 20 and the standard deviation for this group was 4, the following z scores would be produced.

•	 A child who receives a score of 20 receives a z score of 0.

 20 20 0
0

4 4
− −= = = =X M

z
SD

•	 A child with a raw score of 28 receives a z score of 2.0.

 28 20 8
2

4 4
− −= = = =X M

z
SD

•	 A child with a raw score of 14 receives a z score of –1.5.

 14 20 6
1 5

4 4
− − −= = = = − .

X M
z

SD

Standardized scores stem from the 
comparison of raw scores (or sums of 
any type of scores) to a mean score 
from a group with reference to the 
standard deviation of that group.
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All standardized scores are calculated in essentially the same manner, but the means and 
standard deviations of these scores (not of the original raw score distributions) are somewhat arbi-
trarily set. As a result of such standardization of raw scores, each standardized score represents 
its proximity of the mean of the referenced norm group. As a result, individual differences in the 
targeted ability are represented in these standardized scores. The process of standardizing the 
score (making the raw scores higher and lower relative to their own mean) allows for comparisons 
to be made between scores from the same intelligence test or across scores from different tests. 
In contrast to age equivalents and grade equivalents, standardized scores have more equal units 
along the scale.

The most common type of standardized scores yielded by intelligence tests are deviation IQ 
scores; they are often called standard scores. They have a mean of 100 and a standard deviation 
of 15. Most IQs and closely associated composite scores across intelligence tests are scaled by 
using these deviation IQ scores (see Chapter 7). Intelligence tests are typically limited to a range 
of deviation IQ scores from four standard deviations below the mean to four standard deviations 
above the mean (i.e., 40–160). Score range labels often indicate that deviation IQ scores from 
approximately 10 points above and below 100 are in the Average range, and additional score range 
labels are applied to scores approximately 10 points above and below the Average range (e.g., 81–90 
= Low Average and 110–119 = High Average). More information on these score labels is provided 
in Chapter 8.

In order to differentiate subtest scores from IQ and other composite scores, intelligence test 
authors have often had them yield other types of standardized scores. Some intelligence test sub-
tests yield T scores, which have a mean of 50 and a standard deviation of 10; others employ scaled 
scores, which have a mean of 10 and a standard deviation of 3. As is evident in Figure 2.1 (in Chap-
ter 2), these standardized scores are generally interchangeable with the deviation IQ scores. We 
believe that students should be able to quickly recall the means for deviation IQ scores, T scores, 
and scaled scores, as well as scores associated with one standard deviation below the mean (i.e., 85, 
40, and 7, respectively), two standard deviations below the mean (i.e., 70, 30, and 4, respectively), 
one standard deviation above the mean (i.e., 115, 60, and 13, respectively), and two standard devia-
tions above the mean (i.e., 130, 70, and 16, respectively).

Although these three types of standardized scores are typically interchangeable, the ranges of 
these scores and their scaling do make a difference. For example, as evident in Figure 2.1, scaled 
scores are limited to a lower end range of 31/3 standard deviations (i.e., a scaled score of 1), whereas 
deviation IQ scores and T scores can go many standard deviations lower before reaching a score 
of 0, the end point on the scale. In addition, scores with smaller standard deviations (e.g., scaled 
scores) rather than larger standard deviations (e.g., deviation IQ scores) lead to more abrupt score 
“jumps” between one area of the normal curve and another area with one score point difference. 
Because standardized scores tend to be limited to whole numbers, each scaled score spans 1/3 of a 
standard deviation, each T score 1/10 of a standard deviation, and each deviation IQ score 1/15 of a 
standard deviation. That is, there are far wider gaps in the normal curve between scores for scaled 
scores than for deviation IQ scores. For example, as evident in Figure 2.1, the amount of area 
under the curve between a scaled score of 10 and a scaled score of 13 is almost 35%; in contrast, 
the difference between a deviation IQ score of 100 and a deviation IQ score of 103 is only about 
3%. We consider these limitations in subtest scaling (vs. IQ and composite scores that tend to use 
deviation IQ scores) when recommending that subtest scores not typically be interpreted.
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Percentile Ranks

Percentile ranks also represent the degree of deviation of a score from the mean of the referenced 
group. Percentile ranks provide a representation of an examinee’s relative position (following rank 
order) within the norm group. In particular, they indicate the percentage of the norm group that 
scored the same as or lower than the examinee. Percentile ranks are expressed as percentages 
(with a range from 0.1 to 99.9) that reflect the area under the normal curve (see Figure 2.1). Like 
standardized scores, they allow comparisons to be made between scores within and across intel-
ligence tests. We believe that students should be able to quickly recall the percentile ranks at the 
upper and lower end of the Average range (i.e., per-
centile ranks of roughly 25 and 75) and at two stan-
dard deviations above and below the mean (i.e., per-
centile ranks of roughly 2 and 98). In addition, they 
should know the standardized scores roughly asso-
ciated with certain percentile ranks, such as the 
10th percentile (81, 37, and 6 for deviation IQ scores, T scores, and scaled scores, respectively) and 
the 90th percentile (119, 63, and 14 for deviation IQ scores, T scores, and scaled scores, respec-
tively).

Percentile ranks share some limitations with standardized scores, and they have some limita-
tions of their own. Like some standardized scores, their range is somewhat limited. At least when 
percentile ranks as whole numbers are considered, they reach a ceiling at the 99th percentile 
and a floor at the 1st percentile. Scores higher or lower than these points will yield percentile 
rank differences of a fraction of a point (e.g., 99.53, 99.62, 99.69, 99.74, etc.) and at another point 
(approximately 32/3 standard deviations above or below the mean), the percentile ranks must be 
differentiated by thousandths of a point. These decimal fractions are challenging to explain clearly, 
but we discuss them further in Chapter 8. In contrast to standardized scores, percentile ranks have 
unequal units along their scale. As evident in Figure 2.1, a 10-point difference between percentile 
ranks near the mean (e.g., between percentile ranks of 40 and 50) would indicate small differences 
in standardized scores (i.e., deviation IQ scores of about 96 and 100) and would thus be of little 
importance, whereas in the tails of the normal curve, a 10-point difference between percentile 
ranks would indicate substantial and perhaps important differences.

Confidence Intervals for Standardized Scores  
and Percentile Ranks

As discussed in Chapter 5, reliability in measurement is an essential feature to consider in select-
ing tests and determining which test scores are likely to yield the best information during assess-
ment. At the score level, reliability is akin to accuracy in measurement, and the flip side of reliabil-
ity is measurement error. Measurement error is represented as the difference between a reliability 
estimate (especially an internal consistency reliability coefficient) and unity (i.e., 1.00). Such error 
can be incorporated into interpretation by considering confidence intervals surrounding scores.

Just as we commonly hear the results of polls followed by mention of the margin for error (e.g., 
“plus or minus 5 percentage points”), many norm-referenced scores can be surrounded by bands 
of error. The width of the bands of error tell us how much to expect a child’s obtained score (the 
single norm-referenced score yielded by the test) to vary from his or her “true score” if the child 

Percentile ranks provide a 
representation of an examinee’s 
relative position (following rank order) 
within a group.
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was administered the same test repeatedly (assuming no practice effects, fatigue effects, or the 
like). Following a prominent analogy, picture two archers of varying skill levels shooting at a target 
on a calm day. Both archers aim at the target’s center, the bull’s-eye, and both shoot 10 arrows. 
Because neither archer is perfect and because environmental influences affect the trajectory of 
arrows, we would expect the arrows to be scattered about the target in a predictable pattern—with 
a higher density in the middle of the target and a lower density toward the borders of the target. 
However, these patterns will be likely to differ for the two archers. The more skilled archer will 
hit the bull’s-eye occasionally and will have a greater number of arrows near it and relatively few 
arrows near the border. In contrast, the less skilled archer will hit near the bull’s-eye with a couple 
of arrows but will scatter others around the target, with a greater number of arrows near the border 
and perhaps some arrows missing the target altogether.

The archers’ skill level is equivalent to reliability. Less skilled archers scatter their arrows 
across a wider range of segments of the target than more skilled archers, and less reliable tests pro-
duce scores that are more likely to vary across the range of hypothetical administrations of the test 
than the scores of more reliable tests are. In addition, to continue with this metaphor, it is possible 
(although highly improbable) that the more skilled archer will miss the target altogether with one 
arrow, while hitting the bull’s-eye with another and coming very close to it with the vast majority 
of their other arrows. In such a case, we could hypothesize that the one errant shot is due to “bad 
luck” or some extraneous, distracting influence, but we would understand that although it is not 
likely to happen again, such a bad shot is not outside the hypothetical range of possible shots. How-
ever, the shot does not appear to be representative of the archer’s true skill level. Similarly, the less 
skilled archer may hit the bull’s-eye while missing the target altogether across all other shots; this 
perfect shot could be considered a random, improbable occurrence (i.e., really good luck) within 
the hypothetical range of possible shots and not representative of the archer’s true skill level. The 
most accurate estimates of an archer’s skill level would stem from shooting multiple arrows across 
multiple trials. In the same vein, the most reliable scores stem from multiple items from multiple 
subtests considered together in a composite score.

In order to better understand confidence intervals, you must also understand the standard 
error of measurement (SEm). The SEm is based in part on the reliability coefficient (most commonly, 
the internal consistency reliability coefficient) described in Chapter 5, and the other key variable is 
the standard deviation of the score in question. Confidence intervals are most commonly reported 
for standardized scores (and specifically for deviation IQ scores), so we focus on them here. The 
formula for the SEm requires that an estimate of error be obtained by subtracting the reliability 
coefficient from 1.0. The square root of this value is obtained, and it is multiplied by the standard 
deviation of the score (in the case of a deviation IQ score, 15).

If the reliability of a score is .97, and its standard deviation is 15, the formula can be applied 
in this manner:

SEm = 15 (SQRT(1 – .97))
SEm = 15 (SQRT(.03))
SEm = 15 (.1732)
SEm = 2.60

This SEm is the standard deviation of the distribution of hypothetical true scores around, most 
frequently, the obtained score. True scores, according to classic test theory, are hypothetical enti-
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ties that represent—with perfect accuracy—the targeted construct. If we consider the same nor-
mal curve discussed earlier in this chapter and presented in Figure 2.1, the same “rules” for area 
under the normal curve apply to the distribution of error around the obtained score. For example, 
because the SEm is the standard deviation of the distribution of hypothetical true scores, we know 
that about 68% of the true scores would fall between 1 SEm above the obtained score and 1 SEm 
below the obtained score. For instance, considering a child’s obtained IQ of 100 and a SEm of 2.6, 
we can anticipate that the child’s true IQ would fall within the range of 97.4 and 102.6 about two 
out of three times (i.e., 68% of the time) if he or she were able to take the test repeatedly (assuming 
no carryover effects, etc.).

Knowing the area under the curve, we can use the SEm values to calculate confidence inter-
vals, which represent the range of true scores around the obtained score beyond 1 SEm. A con-
fidence interval is calculated by multiplying the SEm by standard deviation units expressed as z 
scores (see our discussion of z scores earlier in the chapter). For example, we would multiply the 
SEm by 1.65 to obtain the 90% confidence interval, by 1.96 to obtain the 95% confidence interval, 
and by 2.58 to obtain the 99% confidence interval. For reference, the SEm of 2.6 produces these 
confidence intervals:

90% confidence interval: ±4.29
95% confidence interval: ±5.10
99% confidence interval: ±6.71

Our review of intelligence tests in Chapter 7 indicates that most test authors center confidence 
intervals around an estimated true score versus the actual score earned by the examinee (a.k.a. the 
obtained score). This practice is apparent when the confidence interval values above and below the 
obtained score are not symmetrical. Estimated true scores (also called regressed true scores) are 
practically always closer to the mean of the population distribution than obtained scores. Obtained 
scores are more deviant from the mean in part because of error (i.e., chance) deviations due to 
guessing, “bad luck,” or the like. Estimated true scores are derived by (1) multiplying the differ-
ence between the obtained score and the mean by the same reliability coefficient used to calculate 
the SEm, and (2) adding this product to the mean. Because no measurement has perfect reliability, 
the difference from the population score mean (e.g., 100) for the estimated true score is always 
smaller in magnitude than the difference from the population score mean of the obtained score; it 
is a product of multiplying this difference by a value less than 1 (e.g., .95). In addition, as evident 
in Chapter 7, almost every prominent intelligence test produces confidence intervals based on 
adjustments to the SEm by multiplying it by the same reliability coefficient to produce the standard 
error of the estimated true score (SEE). The SEE values are always smaller than the SEm values, for 
the same reason explicated for the estimated true score: We are multiplying it by a number that is 
less than 1.0.

In many ways, confidence intervals seem to produce a paradoxical effect. In using them, 
we seem to sacrifice precision (as represented by a 
single obtained score) for confidence in estimating 
the true score. The more confident we are that the 
true score falls within the SEm or SEE interval (e.g., 
95% confidence), the less precise we are; conversely, 
the less confident we are (e.g., 68% confidence), the 

Confidence intervals seem to produce 
a paradoxical effect. In using them, 
we seem to sacrifice precision for 
confidence in estimating the true 
score.
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more precise we are. Confidence intervals show us that we may, in fact, better represent the abili-
ties we have targeted by expressing performance as a range of scores. We encourage you to employ 
confidence intervals when reporting results (see Chapter 8).

Advanced Quantitative Interpretive Methods

So far in this chapter, we have addressed general interpretive frameworks and the most basic 
score-based interpretations. This section is devoted to the most prominent methods for under-
standing patterns of quantitative nomothetic data yielded by tests. With the increasing sophistica-
tion of intelligence tests—which now yield a greater number of subtest and composite scores, and 
which target abilities at various levels of the three-stratum theory (Carroll, 1993)—test users may 
be overwhelmed with the wealth of information yielded by a single test. In order to make sense of 
all this information, we offer some general rules of thumb to follow and our KISS model of inter-
pretation.

The First Four Waves of Interpretation

One of our reasons for writing this book is our belief that measurement and understanding of cog-
nitive abilities in applied psychology have never been stronger. This greater understanding is 
reflected in the progression of prominent models of test score interpretation, detailed in Kam-
phaus, Winsor, Rowe, and Kim’s (2012) description of the four waves of test interpretation. The first 
wave reflected the quantification of the general level of intelligence. During this wave of interpre-

tation, a focus on psychometric g as measured by 
IQs was predominant, and individuals were placed 
in rank order primarily on a single scale measuring 
this ability. With advancing technology in the form 
of intelligence test subtests that each yielded norm-
referenced scores, the second wave of interpretation 

emerged. It was characterized by clinical analysis of patterns of subtest scores in addition to the 
IQ, and idiographic and qualitative interpretations were highlighted. More specifically, subjective 
and idiosyncratic analysis of subtest profiles guided by psychoanalytic theory and clinical lore 
typified this approach. The third wave highlighted advances in psychometrics that guided (1) the 
application of factor analysis to test interpretation, and (2) ipsative analysis of subtest scores within 
the profiles of individuals using statistical tests to determine significant differences. In particular, 
this wave was reflected in greater consideration of the shared measurement properties of subtests 
(used to form specific-ability composites) and their unique components, as well as the evidence 
supporting the interpretation of profiles of IQ, composite, and subtest scores.

Finally, the fourth wave reflects the application of research-based models of cognitive abili-
ties to the development of tests and score interpretation. The most prominent models guiding 
the fourth wave have stemmed from the theoretical models of Carroll (1993) and Horn (1991). 
Despite their differences, these two models have been integrated in the Cattell–Horn–Carroll 
(CHC) theory (as described in Chapter 1), and it has been promoted as the most well-supported 
and sophisticated psychometric model of intelligence (Newton & McGrew, 2010; Schneider & 

We believe that measurement and 
understanding of cognitive abilities in 
applied psychology have never been 
stronger.
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McGrew, 2012). Furthermore, authors of prominent intelligence tests (e.g., Kaufman & Kaufman, 
2004a; Woodcock et al., 2001) have developed tests and produced scores representing a number of 
the broad abilities described in the CHC theory.

We agree with Kamphaus et al. (2012) and others that this fourth wave, and the convergence 
of research and professional opinion on models like the CHC theory, afford the test user at least 
three benefits. First, scores from all intelligence tests can be interpreted by using these models; 
test users need not rely primarily on test-specific models, which may vary substantially from one 
test to another. Second, test users can select an intelligence test that best meets their needs. That 
is, their test selection need not be based only on their theoretical leanings or the differences in the 
quality of the tests per se. Instead, they can choose tests according to the age level and limitations 
of their typical clients, the clients’ referral concerns, the breadth of specific-ability coverage, the 
time of administration, and other individual preferences. Third, they can benefit from training in 
understanding a general theoretical model and from books that promote its application to test score 
interpretation.

Making Meaning in the Fourth Wave and Considerations 
for a Fifth Wave

The most common approach to interpreting scores yielded by an intelligence test has been the 
successive-levels approach. In one classic model, Sattler (2008) has suggested that six levels of 
interpretation be addressed. First, the IQ is interpreted. Second, scores from lower-order com-
posites are interpreted. Third, scores from subtests contributing to each lower-order composite 
are interpreted in isolation and in comparison to the average across subtests contributing to their 
respective lower-order composite. Fourth, scores from subtests are compared across the entirety of 
the test (including in meaningful pairs). Fifth, patterns of item-level scores are evaluated for each 
subtest. Finally, a qualitative idiographic analysis of item-level responses and other behaviors dur-
ing the test sessions is conducted. In order to maximally apply the fourth wave of interpretation 
and to make the transition to more evidence-based practices, we encourage test users to attend to 
two psychometric considerations—reliability and generality–and we offer some additional points 
that may be considered in a fifth wave of interpretation.

Reliability

Following the principles discussed in Chapter 5, we know that scores closest to the item level 
(item-level scores and subtest scores) should not attract our attention to the extent that scores stem-
ming from aggregation across numerous items and several subtests should. Composite scores that 
exceed minimal standards for internal consistency and test–retest reliability should be the focus of 
our attention. As apparent for every intelligence test evaluated in Chapter 7, stratum III compos-
ites (i.e., IQs) yield the highest reliability coefficients, followed by stratum II composites (e.g., fac-
tor indexes). Because reliability constrains validity, the most reliable scores from intelligence tests 
will yield the most dividends for predicting educational, occupational, and other life outcomes and 
addressing the most pressing referral concerns. Be choosy about which scores you interpret, and 
feel comfortable ignoring scores if they do not meet the highest standards of reliability and validity. 
Just because the test or its scoring software produces a score, you need not interpret it.
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Generality

In a manner similar to reliability, we know that when scores from numerous items and multiple sub-
tests are aggregated, the influences of specific item content and specific mental processes largely 
cancel out one another. As a result, more general abilities are measured. In contrast, based on our 
perceptions and common sense, intelligence test subtests measure abilities in very specific ways. 
For example, a subtest requiring examinees to respond to orally presented words by orally pro-
viding definitions of these words seems to measure vocabulary knowledge versus a more general 
ability associated with thinking abstractly and problem solving. Other subtests may also appear to 
measure the vocabulary knowledge via different methods, such as having the examinee (1) hear 
an orally presented word and point to a picture that represents the word, or (2) view pictures and 
name what they depict. These related subtests may share a common element—regardless of the 
assessment method used—that produces higher or lower scores across individuals. For example, 
that common element may, in fact, be vocabulary knowledge, which is a stratum I (or narrow) abil-
ity (Lexical Knowledge). These subtest scores also tend to be highly correlated with subtests mea-
suring knowledge of cultural phenomena and the ability to reason using words. The vocabulary 
knowledge subtests and other related subtests measuring breadth of knowledge seem to tap into a 
more general ability that could be called Crystallized Intelligence at stratum II. In this case, the 
individual subtest characteristics—and even vocabulary knowledge more generally—reflect only 
pieces of the larger puzzle, because they are more specific than this stratum II (or broad) ability 
that produces higher and lower scores across similar subtests.

As described in Chapter 1, it is a known fact that almost every measure of cognitive abilities 
tends to be positively related to most every other measure of cognitive abilities, which suggests 
that they are measuring the same thing. How can this be? We can see how vocabulary knowledge 
subtests measure the same thing and how, on a broader level, Crystallized Intelligence subtests 
measure the same thing, but how is it possible that vocabulary knowledge subtests measure the 
same thing as subtests requiring the construction of designs with blocks or the identification of 
abstract patterns across images on a page? It’s uncommon sense: Believing the evidence produced 
through more than 100 years of scientific research (without necessarily experiencing it; see Lilien-
feld, Ammirati, & David, 2012) allows us to conclude that there is an extremely general superfac-
tor, the g factor, that accounts for score variation across all such subtests. Subtests that look vastly 
different are apparently measuring the same things to a surprising degree.

As discussed in Chapter 1, we can conclude that the ability at the highest level of generality is 
the most powerful influence in producing higher or lower scores on intelligence tests, and that the 
measures best representing this ability tend to produce the strongest relations with important 
societal outcomes. As we focus on more and more specific abilities rather than this general ability, 

the explanatory and predictive power afforded by 
these specific abilities tends to decrease dramati-
cally. Considerations of both reliability and general-
ity lead us to conclude that the most accurate and 
most general scores from intelligence tests, the stra-
tum III composites (the IQs), should be the focus of 

interpretation. Scores with lower levels of reliability and less generality are likely to produce the 
results that seem to have deep meaning, but research examining errors in clinical decision making 

The most accurate and most general 
scores from intelligence tests, the 
stratum III composites (the IQs), 
should be the focus of interpretation.
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(in general) and in subtest score interpretation (more specifically) indicates that results from such 
scores most likely reflect only illusions of meaning (Lilienfeld et al., 2012; Watkins, 2009).

But can’t the specific abilities represented in Carroll’s three-stratum theory and CHC theory 
be measured? The answer is yes, but their effects cannot be isolated with accuracy when interpret-
ing intelligence test scores (Gustafsson, 2002; Oh, Glutting, Watkins, Youngstrom, & McDermott, 
2004). When we refer to specific abilities, we are considering influences on test scores that are 
independent of the g factor (see Chapter 1). In fact, when we are targeting specific abilities per se, 
variability due to the general factor can be considered construct-irrelevant. (The same may be true 
for measures of the g factor; we certainly do not want lots of specific-ability variance entering into 
the IQs.) In general, specific-ability variance estimates tend to be relatively low when compared 
to total variance and general factor variance; those measures that tend to be strongly influenced 
by the g factor tend to have weaker specific-ability estimates. Basically, very few subtests and only 
some composite scores measure a sufficient amount of specific-ability variance to warrant their 
interpretation as indicators of those more specific abilities.

We see only three options for interpreting scores as representing specific abilities, and all of 
these options have serious limitations:

1.  Interpret sufficiently reliable composite scores stemming from two or more subtest scores 
as representing specific abilities. This practice is the most common, but it fails to consider that gen-
eral factor variance in these composite scores is construct-irrelevant when the composite targets 
specific abilities. Moreover, many highly reliable composites tend to have more variance associ-
ated with the general factor than with specific abilities. This method is a very crude way to exam-
ine individual differences in specific cognitive abilities; it works primarily if the general factor is 
ignored during interpretation of these composites.

2.  Interpret scores from sufficiently reliable composites (stemming from two or more sub-
test scores) in a profile of related scores using an ipsative analysis. When composite scores differ 
significantly from the profile mean, it indicates that strengths or weaknesses in specific cognitive 
abilities are at play. If they are, place more emphasis on them during interpretation. This practice 
is far less common than the first and it has some potential for carefully formulated profile analysis. 
However, it is limited in several ways. Because such composites tend to vary in the influence of the 
general factor on them and in their reliability, the amount of variance associated with specific abili-
ties in each composite also varies substantially. One composite score may appear to be significantly 
different from the others, indicating a specific-ability strength or weakness, but this may be due 
in large part to its weaker reliability than the others. Furthermore, (1) these composite strengths 
and weaknesses are likely to be unstable across time (as that seen with subtests), and (2) we have 
no scientific evidence of benefits garnered by using this interpretive practice.

3.  Create specific ability factor scores (removing the construct-irrelevant influences of the 
g factor on them), and interpret them after they are norm-referenced. We support the creation of 
such composite scores that represent separate abilities from varying strata of cognitive abilities 
(e.g., stratum III, stratum II, etc.) and are excited about recent advances in actualizing this prom-
ise (Schneider, 2012). At present, however, no intelligence tests produce composites representing 
specific abilities in this manner. We also suspect that the reliability of these scores will tend to be 
inadequate because they stem from such small slices of test score variance, but confidence interval 
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values could be applied to them (Schneider, 2013). At present, we have no good evidence support-
ing interpretation of such factor scores representing specific abilities and no evidence at all of the 
benefits stemming from their interpretation. We remain open-minded about the potential of this 
method and await the development of a strong body of validity evidence before recommending that 
it be applied during high-stakes testing, however.

A Fifth Wave

We believe that a fifth wave of interpretation will build on the strengths of the fourth wave and 
that it will rely on evidence-based and empirically supported interpretations that go beyond pri-
marily factor-analytic research. Interpretation in this wave will promote more selective and focused 
intelligence testing. Consistent with the standards for validity evidence cited in Chapter 5, this 
wave may require test users to apply only those interpretations that are based on highly focused 

scientific evidence. This wave will probably lead to 
a vastly restrictive successive-levels approach that 
includes, at most, two levels of interpretation: stra-
tum III scores (a.k.a. IQs) and selective lower-order 
(e.g., stratum II) composite scores that have been 
shown to have high-quality scientific research sup-
porting their validity (e.g., incremental validity in 
prediction or treatment utility). Lower levels of 

interpretation will be cast aside in favor of (1) instruments designed to measures some of the con-
structs targeted in high-inference interpretation of subtest profiles and item-level responses, and 
(2) interpretation of only scores supported by a large body of reliability and validity evidence. Item-
level scores and scores from intelligence test subtests will not be interpreted. Consistent with the 
sea change that has led to disregard of idiographic and qualitative interpretations of projective 
tests, the fifth wave may bring about the end of the wide-ranging qualitative idiographic “clinical 
interpretations” of intelligence test scores that have lingered on since their heyday in the second 
wave.

The KISS Model in a Fifth Wave

We offer a KISS model to guide interpretation in a 
fifth wave of interpretation. The acronym KISS may 
stand for “Keep it simple and scientific” or “Keep it 
simple, scholar.” (Take your pick!) We think that it 
well represents empirically supported best practice 
in the field at the current time. We address each 
component of the model in turn.

Interpretation of the Stratum III Composite

Interpretation should begin with consideration of the most reliable, general, and empirically sup-
ported score yielded by the intelligence test: the IQ. The preponderance of evidence suggests that 

A fifth wave of interpretation will rely 
on evidence-based and empirically 
supported interpretations that go 
beyond primarily factor-analytic 
research to promote more selective 
and focused intelligence testing.

We offer a KISS—“Keep it 
simple and scientific” or “Keep it 
simple, scholar”—model to guide 
interpretation in a fifth wave of 
interpretation.
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the fifth wave of interpretation should include the same focus as the first wave—consideration of 
the psychometric g—during interpretation. You are typically standing on solid ground when con-
sidering an individual’s normative level of performance on IQs.

Ipsative analysis of composite and subtests scores has also been conducted to determine the 
“validity” or “interpretability” of more global scores (e.g., IQs and composites) when there is “scat-
ter” in their constituent parts. When significant scatter is found, the practice has long been to 
discount the IQ and focus instead on interpreting the individual’s profile of subtest or compos-
ite scores (Pfeiffer, Reddy, Kletzel, Schmelzer, & Boyer, 2000). In fact, Hale and Fiorello (2001) 
argued that one should “never interpret the global IQ score if there is significant scatter or score 
variability” (p.  132); the rationale is that you are figuratively mixing apples and oranges when 
combining scores that measure different abilities. Recent research, however, has failed to support 
this contention that the IQ is invalidated when there is significant variability among composite 
or subtest scores (Daniel, 2007; Freberg, Vandiver, Watkins, & Canivez, 2008; Kotz, Watkins, & 
McDermott, 2008; Watkins, Glutting, & Lei, 2007). Thus, research supports the interpretation of 
the IQ even when the scores contributing to it are not consistent.

Interpretation of Stratum II Composites as Measures of Specific Abilities

Interpretation of composite scores as measures of broad cognitive abilities has become increasingly 
popular in recent years (e.g., Flanagan & Kaufman, 2009; Prifitera, Saklofske, & Weiss, 2005), due 
in part to the lack of evidence supporting the interpretation of subtests and other problems with 
subtest-level interpretation (e.g., McDermott & Glutting, 1997; Watkins & Canivez, 2004). We 
know, though, that we are on more shaky ground now, due to the lessened reliability and lessened 
generality of these composites. Nevertheless, applying nomothetic quantitative interpretive strate-
gies to these scores seems to paint a more descriptive picture of test performance than focusing on 
only the IQ. We believe that we should probably engage in selective and cautious interpretation 
of these composites after considering (1) their reliability (expecting internal consistency values 
of .90 or higher), (2) the influence of the psychometric g and specific abilities on them, and (3) 
evidence supporting the validity of their interpretation in addition to the IQ. However, without 
a more sophisticated framework to guide interpretation of these composite scores, we struggle to 
act on this belief.

Interpretation of Subtests

Most intelligence test subtests have reliability and validity far inferior to those of IQs and stra-
tum II composites; this pattern has been well documented. Furthermore, subtests have two addi-
tional weaknesses. First, as mentioned previously, most subtests are scaled (with scaled scores 
or T scores), so that the measurement of ability is less precise than deviation IQ scores. Second, 
despite their inferior reliability, confidence interval values are extremely rarely applied to subtests; 
such values would allow for some control over the influences of error on their scores. For all of 
these reasons, subtest scores and profiles of these scores should not be the focus of interpretation. 
Norm-referenced subtest scores should be interpreted as indicators of broader and more general 
abilities—as contributors to IQs and stratum II composites—and not as representations of specific 
skills or narrow abilities per se.
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Interpretation of Item‑Level Responses

As we have conveyed elsewhere (Floyd & Kranzler, 2012), qualitative idiographic approaches to 
interpretation of item-level responses are not supported by enough evidence to recommend their 
routine use for high-stakes decisions. Moreover, item-level interpretation is fraught by substan-
tial error in measurement. We are prone to critical thinking errors when evaluating item-level 
responses in isolation and in forming patterns across them. From a practical perspective, there is 
presently little convincing evidence that the devotion of additional time and effort to consider pat-
terns of errors on intelligence test subtests yields dividends for clinicians or their clients.

Summary

We understand the motives of those trying to obtain the most information possible from intel-
ligence tests; these tests yield a wealth of information. We recognize that qualitative information 
from intelligence tests can seem to accurately reflect the patterns of strengths and weaknesses 
displayed by children and adolescents in their everyday lives and that such information can be 
used as part of a comprehensive assessment to inform effective interventions. Furthermore, we 
know that specific cognitive abilities have been evidenced by a very large body of research and 
that they are appropriately included in prominent theories of cognitive abilities. We understand 
the rationale for reviewing subtest task requirements and inferring what cognitive processes and 
abilities they measure; we see value in labeling subtests according to these inferences; and we feel 
that composite scores (and on rare occasions subtest scores) may be useful to interpret. All of this 
information, however, cannot be treated equally during interpretation, and we must evaluate it 
with a discerning eye. Our KISS model is a guide to doing so.

Results of recent research do not support the successive-levels-of-analysis approach for the 
interpretation of intelligence tests. Rather, the interpretation of intelligence tests should focus pri-
marily on stratum III composites (i.e., IQs). Not only are these scores the best estimates of psy-
chometric g, but they also are the most reliable and predictive scores yielded by intelligence tests. 
We encourage test users to focus their efforts on interpreting the norm-referenced scores for IQs 
and to reference broad confidence intervals surrounding them. We also encourage test users to 
consider the purpose of their assessment and to tailor their testing toward that purpose, as well as 
to refer to the evidence base that illuminates empirically supported practices. Interpretation may 
focus on select stratum II composites if there is strong empirical support for their interpretation 
as measures of specific abilities, but we do not advocate interpretation of all specific-ability com-
posites yielded by intelligence tests or of specific-ability composite profiles, due to lack of evidence 
supporting these methods.


